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Foreword

The Sixth International Colloquium on Nonlinear Dynamics and Control of
Deep Drilling Systems was held at the Federal University of Rio de Janeiro
(UFRJ), Centro de Tecnologia, Cidade Universitária, Brazil. This meeting
followed previous meetings, which were held at the University of Maryland,
College Park, MD (2022), Preikestolen, Norway (2018), the University of Min-
nesota, Minneapolis, MN, USA (2014), the Eindhoven University of Technology,
Eindhoven, the Netherlands (2012), and the University of Liège, Liège, Belgium
(2009). This is the first time that this colloquium was held in South America.

The total number of participants was about 50 and the colloquium featured
one keynote lecture and eighteen invited talks, out of which one talk was given
virtually. About 45% of the participants were from the Industry and 55% from
Academia. In addition, 70% of the participants were from Brazil and the other
30% from other countries (US, the Netherlands, UK, France, Iran, Singapore,
Slovakia). Furthermore, 20% of the participants were students (undergrad, mas-
ters, PhD) and 80% of the participants were engineers, researchers, and faculty
members.

There was a visit to the Laboratory of Acoustic and Vibration of the De-
partment of Mechanical Engineering at UFRJ on the first day of the event. A
drill string test rig experiment was shown, in which a slender bar was driven by
an electrical motor at the top. At the bottom, a platform is lifted with a sample
of material that is drilled by a bit that is attached at the bottom of the slender
bar. Stick-slip phenomenon was demonstrated.

On the second day of the colloquium, a Panel was organized to discuss
the “Challenges in Deep Drilling Dynamics Research.” Ashley Johnson (SLB),
Gregory Payette (ExxonMobil) and Roman Shor (Texas A&M) gave their per-
spectives on the subject, and brought some specific points to be addressed.

To meet the growing demands in drilling practices, further progress in this
field will need collaborative efforts from various research communities, includ-
ing computational sciences, dynamical systems, nonlinear structural vibrations,
geomechanics, drilling technology, and control theory. Additionally, these ad-
vancements will require active partnerships between Academia and Industry.

v



vi CONTENTS

This colloquium facilitated a lively exchange of ideas among participants from
diverse backgrounds, all interested in the scientific challenges posed by this crit-
ical engineering application.

We would like to thank ABCM (Brazilian Association of Mechanical Sciences
and Engineering) for promoting the colloquium, and acknowledge the support
of the Mechanical Engineering Department, the Polytechnical School, COPPE,
and the Technological Park of the Federal University of Rio de Janeiro. We
would also like to thank the following companies that sponsored the event:
Tomax, SLB, Halliburton, and ExxonMobil, as well as the Brazilian agencies:
FAPERJ, CAPES, and CNPQ.

For citation purposes, for instance of the first paper, please use:

@inproceedings{Detournay2024,

author = {E. Detournay},

title = {Insights into Mechanics of Drilling},

booktitle = {Proceeding of the 6th International Colloquium on

Nonlinear Dynamics and Control of Deep Drilling Systems},

year = {2024},

address = {Rio de Janeiro, Brazil},

month = {July},

url = {https://eventos.abcm.org.br/dcds2024/proceedings/}}

The organizers hope this meeting will spark new collaborations to tackle
future challenges in deep drilling systems.

Rio de Janeiro, 3rd July, 2024

T. G. Ritto, Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil
D. A. Castello, Universidade Federal do Rio de Janeiro, Rio de Janeiro, Brazil
B. Balachandran, University of Maryland, College Park, MD, USA
E. Detournay, University of Minnesota, Minneapolis, MN, USA
N. van de Wouw, Eindhoven University of Technology, Eindhoven, the Nether-
lands
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Insights into Mechanics of Drilling

Emmanuel Detournay1

1Department of Civil, Environmental, & Geo- Engineering, University of Minnesota

Abstract: This review outlines the research in drilling mechanics by the author and his collaborators on formulating rate-
independent bit/rock interface laws, modeling directional drilling, and analyzing the root cause of stick-slip vibrations
in deep drilling systems.

Keywords: Bit/rock interface law, directional drilling, sick-slip oscillations

INTRODUCTION

Three topics in drilling mechanics researched by the author and his collaborators are outlined in this document, namely:
(1) rate-independent bit/rock interface laws for drag (PDC) bits; (2) a model for directional drilling with a push-the-bit
rotary steerable system; and (3) models to analyze the stability of deep drilling systems and simulate the development of
stick-slip limit cycles.

BIT/ROCK INTERFACE LAWS

The form of the bit/rock interface laws are specific to the bit type, since the mechanisms of rock destruction and the
modes of interaction are particular to each kind of bits — drag (PDC), roller-cone, and impregnated-diamond (ID) bits
– used in rotary drilling. Furthermore, the coefficients of these laws embody aspects of the bit design, the bit bluntness,
and also the strength properties of the rock. The interface laws for PDC bits are outlined in the following, as the bit/rock
interaction for these bits is now well understood. We restrict consideration to the normal mode of bit-rock interaction,
when the bit is drilling straight ahead with the bit velocity parallel to its axis of revolution and without any angular motion
other than a rotation around its axis of symmetry (Detournay and Defourny, 1992; Detournay et al., 2008). However, the
most general mode of bit-rock interaction (in particular relevant for directional drilling) is characterized also by a lateral
and an angular component, in addition to an axial component (Perneder et al., 2012).

The drilling response model for the normal mode consists of a set of relationships between four quantities: the weight-
on-bit W , the torque-on-bit T , the rate of penetration V , and the angular velocity Ω. The kinematic variables V and Ω
are conjugated to the dynamic variables W and T , respectively. Provided that the state variables are averaged over at
least one revolution, the laws that relate the dynamic to the kinematic variables can be expressed as W = W (V,Ω) and
T = T (V,Ω), meaning that the forces on the bit, W and T , depend only on the instantaneous (but suitably time-averaged)
velocities, V and Ω. However, if the processes that are taking place at the interface between the bit and the rock are
rate-independent, the drilling response can be described by relations involving only three quantities: W , T , and the ratio
V/Ω, i.e., W = W̃ (V/Ω) and W = W̃ (V/Ω). The ratio V/Ω is actually proportional to the depth of cut per revolution
d = 2πV/Ω.

There is strong experimental evidence, based on single cutter and drilling tests conducted under kinematic control,
that the interface laws are indeed rate-independent. The stiff kinematic control virtually suppresses any vibrations during
cutting or drilling. Hence, the decrease of torque T with angular velocity Ω that is often observed in field and laboratory
experiments is likely a consequence of the axial vibrations experienced by the drill bit during drilling, with the apparent
rate effects actually functions of the dynamical characteristics of the drilling system.

After scaling the weight on bit and the torque on bit to remove dependence on the bit dimension, the bit/rock interface
laws take the general form w = w̃(d) and t = t̃(d), where w = W/a and t = 2T/a2, with a denoting the bit radius. The
laws expressed by the functions w̃(d) and t̃(d) embed the bit design, its state of wear, the rock being drilled, and the
bottom-hole pressure environment. It is also useful to introduce the following quantities: the specific energy E = t/d and
the drilling strength S = w/d. Both quantities have the dimension of a stress or equivalently of energy per volume. The
specific energy E represents the energy spent to drill a unit volume of rock.

The PDC bit/rock interaction is actually a combination of cutting and frictional contact. The weight w and torque t
and can thus be decomposed in terms of cutting (wc, tc) and frictional contact (w f , t f ) components: w = wc +w f and
t = tc + t f . The cutting components (wc, tc) of the weight and torque and on bit are proportional to the depth of cut d,
according to experimental results from single cutter tests and laboratory drilling tests; i.e, tc = εd and wc = ζ εd, where
ε is the intrinsic specific energy, a quantity that quantifies the complex process of destruction and that essentially reflects
the strength of the rock and the downhole pressure (Detournay and Atkinson, 2000). At atmospheric pressure, ε is about
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equal to the unconfined compressive strength (UCS) of the rock (Richard et al., 2012) and ζ is a number in the narrow
range (0.5 ∼ 0.8) that characterizes the force inclination on the cutting face of the PDC cutters.

The contact components (w f , t f ) of the weight and torque on bit have a complex dependence on the depth of cut
d. Three phases appear to exist with increasing d, corresponding respectively to an increase of the contact forces, a
saturation, and finally another increase of the contact forces associated to poor cleaning. It is conjectured that the increase
of the contact force in phase I is predominantly due to a geometrical effect, as the two contacting surfaces are generally
not conforming. Change in the depth of cut d indeed affects the angle between the two contacting surfaces thus causing
not only a variation of the actual contact area but also a change in the contact pressure (Zhou and Detournay, 2014). In
phase II w f = w f∗, the contact forces are fully mobilized (Detournay et al., 2008). Beyond a critical value of the depth of
cut per revolution d (function of the bit bluntness), the contact forces do not increase anymore because the normal contact
stress has reached a maximum value σ , and the actual contact area has attained a limiting value that characterizes the bit
bluntness. This drilling regime is thus defined by w f = w f∗, with the consequence that any increase of the weight w must
necessarily be translated as an increase of the cutting component wc. In phase II, the bit behaves incrementally as a sharp
bit. Finally in phase III, the contact surface increases, through pile-up of sheared rock material between the bit and the
rock, caused by poor cleaning (the production of cutting exceeds what can be removed by the flow of mud). Because of
this increase of the contact area, w f becomes larger than w f∗.

1
ζ

1
μγ

E

E
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o

ε
cutting point

fric
tion lin

e

Figure 1 – E-S Diagram for PDC bits.

Irrespective of their magnitude, the frictional contact components (w f , t f ) are constrained by the frictional relation
t f = µγw f , where µ is the coefficient of friction at the wear flat/rock interface and γ a bit constant that encapsulates the
influence of the orientation and distribution of the contact forces, which is strongly influenced by the location and orien-
tation of the cutters on the bit (Detournay and Defourny, 1992). This frictional relation together with the proportionality
between the cutting components (wc, tc) and the depth of cut d leads to the existence of a linear constraint on the response
of PDC bits between w, t, and d, which must be met irrespective of the state of wear of the bit and the magnitude of the
contact forces. This linear constraint can be written as E = Eo+µγS, with Eo = (1−µγζ )ε . This equation is represented
by the friction line of slope µγ in the E −S diagram (see Fig. 1). In this representation, Eo is simply the intercept of the
friction line with the E-axis. The cutting point, characterized by E = ε and S = ζ ε , corresponds to an ideally efficient
drilling process, where all the energy provided to the bit is transferred into the cutting process. The cutting point is at the
intersection of the friction line with the cutting locus, the line passing through the origin of the plane and inclined by ζ−1

to the S-axis. Admissible states of the drilling response of a PDC bit in the E −S diagram are represented by all the points
on the friction line, which lies to the right of (and above) the cutting point. The drilling efficiency η , i.e., the fraction of
the energy provided to the bit that is used to fragment the rock, is thus naturally defined as η = ε/E. In contrast to the
intrinsic specific energy ε (which represents the energy required to remove a unit volume of rock by an ideally sharp bit),
the specific energy E depends not only on the wear state of the bit, but also on the depth of cut. The drilling response of
a PDC bit in a given formation is expected to map on the friction line (with slope µγ) in the E −S diagram. The bit/rock
interface laws for PDC bits is extended to layered rocks by Aribowo et al. (2022)

DIRECTIONAL DRILLING

Drilling deep boreholes that weave complex trajectories in the subsurface has been made possible with the development
of downhole tools that steer the bit, in particular the emergence of rotary steerable systems (RSS) in the late 1990s. These
servo-controlled downhole robots, mounted on the bottom-hole assembly (BHA) behind the bit, steer the bit by either
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applying a force on the borehole wall or by tilting the bit.

Studies of this dynamical system are motivated by engineering issues, which include: defining criteria of bit selection;
designing the BHA to increase, maintain, or decrease the borehole inclination with or without the presence of a RSS;
preventing borehole spiraling, an expression of self-excited oscillations triggered by a directional instability of the drilling
system; or devising an appropriate controller for the RSS with the objective of tracking a predefined well path.

A drilling structure in its simplest abstraction is an extremely slender elastic body constrained to deform inside the
borehole, see Figure 2a. It is subject to gravity, hydraulic forces associated with the flow of drilling mud, imposed forces
at the rig and at the RSS, a force and a moment at the bit, and reaction forces at its contacts with the borehole. The
directional propagation of the borehole depends on the force and moment at the bit; they are affected not only by the
action of the RSS but also by the deformed configuration of the BHA, which is constrained by the stabilizers to espouse
the existing borehole. Thus, the propagation of the borehole is governed by the interaction between a geometrical object
—the wellbore, and a mechanical object —the drilling structure.

Rig	

	
	
RSS

Stabilizers

Drillstring

BHA

Bit(a) (b)

Figure 2 – (a) Typical rotary drilling system. (b) Model of the BHA.

The directional drilling model is formulated at an intermediate scale corresponding to the bottom part of the BHA,
which is equipped with a bit, n stabilizers, and a push-the-bit RSS located between the bit and the first stabilizer (Fig. 2a).
At this intermediate scale, which is —typically of order O(10 ∼ 100) m, the propagating borehole can be described as
an evolving curve (restricted here to belong to a vertical plan) and the BHA is a slender elastic object subject to external
forces and constrained by the stabilizers to conform to the borehole geometry. The modeled BHA section can be viewed
as a Euler-Bernoulli beam, with the influence of the drillstring replaced by an assumed known force acting above the
nth stabilizer and the complex interaction between the bit and the rock subsumed into boundary conditions to the beam
equations.

The mathematical model is formulated from considerations involving (a) a bit/rock interaction law that relates the
force and moment on the bit to its penetration into the rock; (b) kinematic relationships that describe the local borehole
geometry from the bit motion; and (c) a beam model of the bottom-hole assembly (BHA) that expresses the force and
moment at the bit as functions of both the loads applied on the BHA and the geometrical constraints imposed by the
stabilizers that center the BHA in the borehole (Perneder et al., 2017; Shakib et al., 2019). The coupling between the
model components leads to the formulation of a delay differential equation that governs the evolution of the borehole
inclination, with spatial delays corresponding to the positions of the stabilizers behind the bit. The drilling response at
a length scale corresponding to these delays is affected by the geometric feedback provided by the stabilizers that force
the BHA to conform locally to the borehole geometry. At a length scale sufficiently large compared to the delays, the
propagating borehole follows a trajectory characterized by a quasi-stationary curvature, which ultimately evolves towards
a constant inclination equilibrium solution if it exists (Perneder and Detournay, 2013b,a). The trajectory is sometimes
counterintuitive, with the borehole tending to steer opposite to that intended with the steering tool. Moreover, under
certain conditions, which depend on the BHA configuration, on the design and bluntness of the bit, and on the rock,
perturbations in the borehole trajectory that are sensed by the stabilizers are amplified progressively at the bit, until a
limit cycle characterized by finite oscillations is reached (Perneder et al., 2017; Shakib et al., 2019), see Fig. 3. Both
the directional stability of the system and the counter-intuitive behaviors can be related to a key dimensionless group that
can be interpreted as the ratio of a pseudo-stiffness characterizing the bit/rock interaction and the bending stiffness of the
BHA (Marck et al., 2014; Marck and Detournay, 2016b,a)
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Figure 3 – Limit cycle for different saturation values of the bit tilt (ψc = 0.5◦, 1◦, 2◦).

STICK-SLIP OSCILLATIONS

With the wide application of PDC bits in deep well drilling, the drillstring is observed to permanently experience self-
excited torsional vibrations due to the high compliance of the drillstring and the regenerative nature of the rock cutting
process. These torsional vibrations often degenerate into stick-slips, characterized by an alternating stick phase with the
bit at rest for a period of time and a slip phase with the peak value of the bit angular velocity more than twice the surface
imposed rotary speed. Torsional stick-slips can cause bit damage, premature failure of drillstring components, difficulties
in steering the bit for directional drilling, eventually resulting in increased drilling costs.

It has been established that the driving mechanism for torsional stick-slips lays in the bit-rock interaction in vertical or
steeply inclined wells. Observations from early field and laboratory measurements have revealed that the reactive torque-
on-bit (TOB) reduces as the bit angular velocity increases during torsional stick-slips events. This falling characteristic
of the TOB, referred to as the velocity-weakening law, was regarded as an inherent frictional characteristic of PDC bits
and was widely accepted as the root cause of the torsional stick-slips. However, the rate-dependent interface law is not
supported by results of kinematically-controlled single cutter experiments. Indeed, extensive research on rock cutting
with a PDC cutter has provided compelling evidence that the cutter velocity ranging from cm/s to m/s has a negligible
effect on the rock removal as well as on the magnitude of the cutting forces.

Figure 4 – RGD model.

The original discrete drillstring model (referred to as the RGD model) that integrates the rate-independent law de-
scribed above only has two degrees of freedom (DOFs). They capture the axial and torsional motions of the BHA, which
is viewed as a rigid body connected to the rig by a torsional spring (Richard et al., 2004, 2007). Moreover, the RGD model
considers an idealized drag bit with several identical blades distributed symmetrically around the bit axis of revolution.
The cutting components of W and T are formulated to be proportional to the depth of cut, a state variable that is a function
of the current and a delayed axial position of the bit, whereas the frictional components are associated with a set-valued
function of the bit axial velocity, resulting in a nonlinear boundary condition. In view of the regenerative nature of the
cutting process, the time delay involved in modeling the depth of cut depends on the bit torsional motion. Due to the ex-
istence of torsional vibrations, the delay is not constant but rather state-dependent. This introduces an additional coupling
between the bit axial and torsional vibrations. A system of state-dependent delay differential equations (SDDDEs) is thus
formulated to describe the bit axial and torsional dynamics. Numerical simulations with the RGD model reveal that the
averaged velocity-weakening effect is a consequence rather than a root cause of the torsional stick-slips (Richard et al.,
2007; Germay et al., 2009b). Influence of the bit design on stability is discussed by Tian et al. (2020).
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Figure 5 – Cutter layout on a PDC bit.

An integrated model to analyze self-excited axial and torsional vibrations in rotary drilling systems using realistic PDC
bits is then described (Zhang et al., 2024). The model combines a multi-degree-of-freedom (MDOF) drillstring represen-
tation (Germay et al., 2009a; Zhang and Detournay, 2020, 2022) with a detailed PDC bit-rock interaction model (Tian and
Detournay, 2021; Tian et al., 2022) that accounts for the cutter layouts, see Fig. 5. The bit-rock interaction is described
by rate-independent laws for reactive force and torque, encompassing cutting and frictional contact at the cutter face and
wear flat. The regenerative rock cutting introduces numerous state-dependent delays due to complex cutter layout of the
bit, while the unilateral nature of frictional contact is formulated as a nonlinear boundary condition. The state-dependent
delays are transformed into constant angular offsets prescribed by the bit design by introducing a bit trajectory function
whose evolution is governed by a partial differential equation (PDE). This PDE is coupled with the drillstring dynamics
described by ordinary differential equations (ODEs)(Zhang and Detournay, 2020). The Galerkin method with Chebyshev
polynomials transforms the set of coupled PDE-ODEs into a system of ODEs. This approach bypasses the need to search
for multiple delays at each time step, allowing implementation of this integrated rock-bit-drillstring model. Simulation
results replicate field observed torque-on-bit (TOB) effects including velocity-weakening and hysteresis due to torsional
stick-slips, attributing them to cutting depth variation rather than downhole friction. Preliminary findings regarding the in-
fluence of bit design on torsional stick-slips align with field drilling practices. The results of parametric study correspond
to field test observations, enabling analysis of bit design, drillstring configuration, and drilling parameters on self-excited
torsional stick-slips (Zhang et al., 2024).
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Abstract: After 15 years of Brazilian presalt exploration and development, the carbonate reservoirs continue to pose 

drilling challenges, leading to unwanted bottomhole assembly (BHA) trips due to severe shock and vibration, low 

rates of penetration (ROP), and premature drill-bit cutting structure damage. Today, industry efforts to improve the 

performance in the Brazilian presalt carbonates are driven by trial and error, which is very costly in the 

ultradeepwater drilling environment. The adoption of a collaborative mindset between SLB and operators with the 

desire to bring about a step change in drilling efficiency on the Brazilian presalt cluster enabled a systematic learning 

framework to capture, evaluate, and reuse knowledge from drilling dynamics, geological, and petrophysical aspects. 

The innovation of these efforts is the implementation of an improved, fully digital bit/ BHA design workflow, 

integrating a calibrated 4D dynamic Finite-Element simulation model and petrotechnical expertise from drilling 

engineering, geomechanics, geology, and petrophysics groups to continue to push the drilling performance envelope 

in the challenging Brazilian presalt application. More recently, a case study of the successful use of an acoustic 

logging-while-drilling (LWD) borehole image log for drilling optimization is also presented. The ultrasonic image 

was acquired at high-resolution (0.2 in.), displaying clear rock formation textural and hardness variations. These 

contrasts are the key for understanding and simulation of drill bit-rock interaction; therefore, using the high-

resolution LWD borehole image log has the potential to optimize and reduce uncertainty in the operators’ drilling 

development campaigns. 

Keywords: drilling optimization, mode-based design, rock properties, formation evaluation 
 

INTRODUCTION 

The presalt reserves offshore Brazil currently drilled with various types of drill bits have proven to be a challenging 

environment. Consisting mainly of centimetric to metric cycles of laminites-spherulites-shrubs from an alkaline 

shallow-lake setting (Wright and Barnett 2015), such a heterogeneous formation can produce high-lateral vibration and 

stick/slip levels in the drilling system, leading to drill-bit cutter damage, BHA tool failure, well deviation, low ROP, 

nonproductive time, and increased drilling costs. Generally, in the reservoir intervals, operators encounter ring-out (RO) 

dull characteristics on the shoulder of the bit or core-out on the cone area, usually related to drilling dynamics. A huge 

challenge today is to reach the section total depth in a complex presalt interval during a single run with good overall 

ROP. Historically, polycrystalline diamond compact (PDC) bits have not performed well in hard and abrasion-prone 

applications within heterogeneous formations. With continuing advances in cutter technology and improved bit stability, 

these bits have increased their marketshare worldwide. Therefore, it is essential for the industry to create a 

differentiating cutting action to increase penetration rates and extend bit life to further reduce drilling costs. 

The variability of performances for the same drilling system remains high, and this is primarily linked to the 

heterogeneity and nonuniform nature of these carbonates as explained previously, incremented by occurrences of 

silicates and volcanics. While some layers are homogeneous with low variance of rock properties, others are highly 

heterogeneous and laminated. The optimal drilling parameters for one layer might not be appropriate for another and 

could even be destructive for the bit and the entire drilling system, not to mention that worn or broken inserts present 

variations in the overall bit behavior. A good characterization and understanding of each of these zones, in addition to 

their occurrence and possible thickness, would be beneficial for drilling optimization. 

Thus far, industry efforts to improve the drilling performance in the Brazilian presalt carbonates have been driven by 

a costly trial and error approach in the ultradeepwater drilling environment. To avoid such approach, it is key to have a 

dynamic modeling system platform with the objective to identify solutions that improve drilling performance by 

minimizing drill string vibrations, optimizing drilling systems and recommend best drilling practices for a given 

environment. In previous works (Aguiar et al. 2016, Aguiar et al. 2019, Aguiar et al. 2022), a workflow was developed 

for a systematic drilling system optimization. The workflow consists of the following steps. 

Stratigraphic Zonation for Drillability. Stratigraphic zonation is the process of defining groups of rocks with 

similar drillability characteristics. Similar approaches to this process have been applied in other fields of the petroleum 

industry, including rock typing and well log clustering, generally for reservoir identification and characterization 

(Hbaieb et al 2012). For the present work, two formations are considered with similar drillability if they exhibit similar 

performances in terms of ROP, vibration signature, and bit grading when drilled with similar drilling systems and 

operating parameters (Aguiar et al. 2016). 
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Advanced 4D Dynamic Drilling Simulation Software and the Virtual pre-Presalt Rock. An advanced 4D 

transient drillstring dynamics modeling package was used to design the drill-bit cutting structure, predict the drilling 

dynamics of the bit, and plan the BHA and drilling parameters. In this package, cutting structure rock interaction is 

captured through laboratory testing. Formation samples of various types were gathered and analyzed at a drilling 

laboratory in Houston, Texas (Aslaksen et al. 2006). Indentation and scraping tests were conducted under confining 

pressure to obtain accurate cutter rock response in conditions similar to downhole conditions. Rock files were then 

generated for each rock sample, which contained the testing results at various backrake angles, siderake angles, and 

bevel sizes. 

This transient drillstring dynamics package requires the following input: rock properties, cutting structure design 

details, BHA components, formation characteristics (heterogeneous, anisotropy, and orientation), well trajectory, casing 

schematic, and borehole geometry (Compton et al. 2010; Aslaksen et al. 2006). The drillstring dynamics package can be 

used to model and evaluate drillstring stability, steerability, efficiency, and wellbore quality. In fact, the model has 

many applications, such as bit design and selection, BHA design, drilling parameters optimization, and post-run 

validation and analysis based on field data. 

Coupled with the detailed cutting structure model of the bit, the transient dynamics analysis is able to accurately 

capture the excitation forces at the cutting elements and evaluate their influence on the drillstring dynamic response. 

Compared with other transient analysis types, transient analysis containing the cutting structure generates a high-fidelity 

model. This model yields the most accurate drillstring mechanics prediction available, in spite of the cost of 

computation time (Wang et al. 2014). 

Fully Digital Bit Design Workflow. Commonly used for drill-bit selection, BHA optimization, and drilling 

parameters recommendations, the 4D simulation software was used in an innovative way for developing a new 12 ¼-in. 

bit design. Based on a calibrated model, supported by drilling data, wireline, and mud logging (Aguiar et al. 2019), all 

design interactions were tested inside of the 4D simulation software, simulating field conditions (rock formation, BHA, 

borehole, right heave, etc.). For such an accomplishment, a multidisciplinary approach was used.  This effort made use 

of the service provider’s bit designer, bits product engineer, a geologist, a petrophysicist, a modeling and simulation 

engineer, and the operator’s engineering team.  All of the simulation results were compared with the current drill bits 

being used in the field. The goal of this effort was to have the next bit design provide a step change in drilling 

performance. 

RECENT DEVELOPMENTS: FIRST CASE STUDY, PETROBRAS BUZIOS FIELD 

This work shows two recent project developments with different operators drilling Brazilian pre-salt reservoirs in 

Santos basin. The first work is with Petrobras drilling in Buzios field, located approximately 180 km off the Brazilian 

coast with the reservoir more than 5000-m deep (underground), the field currently has four stationary production units 

operating at about 2000 m of water depth. With excellent quality reservoirs to 480-m thick and 60 drilled wells, Búzios 

contains the largest volume of oil and gas in deep waters in the world. With a total daily production of 687,000 BOE 

consisting of 551,800 BOPD and 21.5 million m3/D, according to the June 2021 ANP (Brazilian National Petroleum 

Agency) bulletin. The Búzios field is an undeniable example of the enormous potential of the assets in the Brazilian 

presalt. 

As part of the Búzios field exploratory and development campaigns in the Santos basin offshore Brazil, the 

operator’s objective was to minimize drilling costs by eliminating unplanned trips into the wells. Accordingly, 

development of application-specific bit designs was required to optimize drilling efficiency in the wells with the goal of 

drilling the entire reservoir section in a single bit run. These specific bit designs were planned to challenge the various 

carbonate complexities within the field.  

Project developments were divided in two parts as follows: 

1. For the 12 ¼-in. borehole section, the bit design development followed an innovative full-digital cycle. After 

completing the stratigraphic zonation, calibrated 4D drilling dynamics software was used to identify the virtual presalt 

carbonate rocks in the Buzios field. As a result, it was possible to perform a full drill-bit design cycle in the new digital 

workflow. 

2. For the 8 ½-in. borehole section, there was insufficient time to perform the full digital development as was 

performed for the 12 ¼-in. section. Instead, a more standard bit selection process took place. Due to the technology 

enablers, especially the presalt virtual rock and the 4D drilling dynamics simulation software, it was possible to select a 

bit from a current catalog of best fit-for-purpose drill bits for the application. 

For the 12¼-in. section, the operator selected the field test well based on the reservoir carbonate complexity. The 

challenge in this section was to increase average ROP and ensure drill-bit durability to successfully drill the presalt 

carbonates of the Barra Velha and Itapema formations. A comprehensive prejob study was performed, which included 

formation evaluation analysis of offset wells, stratigraphic zonation applied in the offset wells to estimate which drill 

zones to be drilled, and 4D dynamic drilling simulation to recommend best drilling parameters for each drill zone. 
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As of result, we were able to drill the entire presalt carbonate reservoir section in one bit run, drilling 327 m with an 

effective ROP of 10.1 m/h (average ROP of 9.8 m/h). Compared with the offset wells, this bit run offered an 89% 

improvement in drilled footage and 136% ROP (Fig. 1). The bit was pulled out of the hole and showed low-cutting 

structure wear after drilling the 327 m of the presalt carbonates. The overall surface torque and drilling dynamics (shock 

and vibration levels at the BHA) were significantly lower when compared with offset runs. 

 

Fig. 1—Performance results in 12¼- in. section and 8½-in. section. 

One important fact was observed when comparing the 4D dynamic drilling simulation results performed in the 

prejob with the field data. When comparing in what way drilling parameters (weight on bit and surface RPM) affect 

surface torque, ROP, and shock and vibration levels at the measurement-while-drilling and logging-while-drilling tools, 

there is very good agreement between prejob simulation predictions and the field data. This digital workflow made it 

possible to predict the drilling performance. It was even possible to predict cutting structure degradation using the 

calibrated 4D dynamic drilling simulation. 

For the 8½-in. section, after selecting the bit, based on the calibrated rock formation inside the 4D drilling dynamics 

software, the results of the first well drilled exceeded operator expectations. The entire section was drilled in one bit run, 

whereas two bit runs were planned (Fig. 1). The bit drilled 548 m in this section with higher ROP than expected. This 

run represented a 23% reduction in rig hours, setting a new benchmark for the field and saving the operator significant 

time and costs. Combining the 12¼-in. and 8½in. bit run results, nine drilling runs followed using the improved 

workflow. The drilling runs averaged 300 m with a 6.5 m/h ROP, and two runs achieved double-digit ROP. These 

results represent a step change in drilling performance when compared with the offset wells drilled earlier not using this 

new digital workflow. Also, this performance improvement has not been matched in other blocks where the workflow 

was not applied. 

RECENT DEVELOPMENTS: SECOND CASE STUDY, TOTALENERGIES LAPA FIELD 

The Lapa field is a pre-salt field located in the Santos Basin, 300 km off the coast and in deep water depths of 2100 

to 2200 m.  The northeast field area development consists of two phases. A total of six wells were drilled in Phase 1 and 

four wells to be drilled in Phase 2 by the operator, of which two are producers and two are injectors. 

The Brazilian pre-salt main reservoirs of the Santos Basin are within the Barra Velha formation, interpreted as 

alkaline shallow-lake deposits formed during the Gondwana rift phase (Aptian). Variance in paleo morphology and 

water composition are the drivers of faciological diversity on this lacustrine setting. This rich faciological assembly is 

composed of cyclic lithologies, such as buildups, spherulites, and laminites. The cyclic facies can appear in situ or 

reworked in the form of grainstones, rudstones, and wackstones. These facies also commonly present a strong 

diagenetical overprint from karstification, silicification, and dolomitization processes, which not only impact reservoir 

quality but can heavily create drilling challenges. 

In previous works (Aguiar et al. 2016, Aguiar et al. 2019, Aguiar et al. 2022), a workflow was developed for a 

systematic drilling system optimization, as described. Initially, the calibrated model, validated on another pre-salt block 

(Aguiar et al. 2022), was used as a first approach in the Lapa field campaign. As a result, the model did not reproduce 

the actual field conditions, which shows the high level of heterogeneity of the pre-salt carbonate reservoirs in the Santos 

Basin. Therefore, the workflow had to be reset for this campaign. This is a possible indication that in some way, 

standard logs are not presenting the entire picture, which led to work presented. 

High-Definition Borehole Imaging Tool 

The work presented in this paper makes use of a new high-definition borehole image technology (Maeso et al. 2018). 

The logging tool adds 15 ft of sub to the drilling BHA and contains four sensors orthogonal to each other to acquire 
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ultrasonic images at two central frequencies in any type of mud. There are two electromagnetic sensors as well to 

acquire apparent resistivity images in oil-based mud; however, these sensors were not deployed for this campaign 

because the wells were drilled with water-based mud. The use of wireline and logging-while-drilling (LWD) advanced 

formation evaluation logs for additional reservoir characterization is a new approach, not fully explored in the industry. 

Also, the use of image logs to help be familiar with the challenges in the drilling operation is a new topic, at least to the 

authors of papers in recent literature. The high-resolution image data provide textural and hardness information, 

essential to the analysis of the formation’s mechanical behaviour during drilling. By providing a more reliable model, 

the present study unlocks a spectrum of solutions beyond reservoir characterization, which will impact well planning, 

BHA, bit design, and ROP prediction. 

The case study presented involves drilling the reservoir section in Phase 2 of the Lapa field development campaign.  

As mentioned previously, a total of four wells were drilled in Phase 2 by the operator, two being producers and two as 

injectors. Although in all of the wells, the service company was able to drill the entire reservoir section in single-bit 

runs, the bit became dull in all four wells, different from the typical pre-salt reservoir section drilling in other Santos 

Basin blocks. Generally, in the reservoir intervals, operators encounter ring-out dullness characteristics on the shoulder 

of the bit or core-out on the cone area, usually related to drilling dynamics. Fig. 2 shows a comparison between typical 

bit dullness used in the reservoir section and a dull bit used to drill the last well in the Lapa Phase 2. 

 

 
Fig. 2—Comparison of (a) typical dull bit used in the reservoir section, and (b) dull bit used to drill the last well in Lapa 

Phase 2. 

Using as example the last run, in terms of drilling dynamics, the run showed low levels of shock and vibration.  

Examining the ROP, there appears to be two major intervals; i.e., the first interval with constant, low ROP 

(approximately the first 50 m) and a second interval where the ROP is higher and also presents higher variation. 

When observing the mechanical specific energy (MSE) (Teale 1965), additional comprehensive drill zones are 

observed. Contained in the first ROP interval (first 50 m drilled) are intervals A and B as shown in Fig. 5. Interval A 

contains the first 30 m, with the highest levels of MSE in the entire drilled section. The following interval B consists of 

the following 20 m, showing a decrease in MSE. The following interval C, which is the final 80 m contains the lowest 

levels of MSE and lower variation of MSE. The last interval consists of the last 20 m drilled and shows similar behavior 

as in Interval B. 

Formation Evaluation Analysis Using the High-Definition Borehole Imaging Tool. The high-resolution acoustic 

image log was interpreted using an unsupervised textural clustering method (dos Santos et al. 2022) and tensorboard 

(Abadi et al. 2015). The interpretation module divides the borehole image vertically in intervals of 180 pixels with an 

overlap of 75% between each subsampled image. The module first extracts 11 first- and second-order statistic properties, 

and then applies the t-distributed Stochastic Neighbor Embedding method, which generates a 3D similarity plot. Each 

cluster presents a variety of features such as dip angle, thickness, and acoustic impedance (associated with mineralogy). 

There are two main groups of clusters, including: 

• Lower dips, thin-to-medium laminated with varied acoustic impedance, concentrated on the upper interval and the 

very bottom indicated in shades of green. This group consists of the MSE intervals A, B, and D (see Fig. 3).  

• Higher dips with changing stacking patterns, karstified zones, homogeneous mineralogy, distributed in the mid to 

bottom interval, indicated in shades of blue. This group overlaps with the MSE interval C (see Figs. 3). 

Facies with higher acoustic impedance were associated with a low ROP and high MSE. The facies with greater 

acoustic impedance had greater ROP average and low MSE values. On the mid-bottom interval, the facies with the 

highest dissolution signatures (karsts), were also linked with abnormal ROP peaks. 
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Fig. 3— LEFT: MSE drilling data along the borehole depth. RIGHT: reinterpreted zones (A' and B'), the MSE zones (A, B, C, 
and D), the depth track with gamma ray, the MSE and borehole image log, textural clusters, and the ROP. The image on the 
upper-right is an example of Group A’ interval with low ROP; and on the bottom-right, an image with karsts and ROP peaks.  

 

Even with the 4D drilling simulator reproducing field conditions, it is not yet possible to identify the root cause of 

the drillbit dullness. The next task is to use the high-definition borehole imaging tool logs aligned with the drilling data 

and investigate for unusual events that could lead to the final drillbit dullness condition. When drilling the interval B’, 

as observed during the geological evaluation, field data shows several peaks in the ROP channel. The instantaneous 

ROP peaks vary between 40 and 90 m/hr, where the average ROP of the interval B’ is approximately 15 m/hr (see Fig. 

11). It is important to emphasize that the high-definition Borehole Imaging Tool is the only tool capable of observing 

such vugs. As shown in Fig. 4, there are no changes in other logs due to the presence of karsts. 

 

 

Fig. 4— LEFT: Correlating karsts and ROP peaks in Interval B’. Other logs do not show any changes when passing 
through the karst. RIGHT: Simulation of drilling through carbonate with karsts. (a) Rock diagram vs. depth; (b) MWD axial 
vibrations, (c) RPM and ROP. 

Similar to what is observed in actual drilling conditions, there is a strong correlation between the ROP peaks and the 

presence of the karsts; thus, the 4D drilling simulator captures the same phenomenon. Interesting to note, there is not a 

solid correlation between the ROP peaks and the axial vibration measured by the MWD tool. In fact, examining the 

drilling data shows there are no spikes in the MWD axial vibrations when drilling the karsts. Simulation results show 

that such a small drilling break do not translate into a peak in the MWD axial vibration. Therefore, the simulation 

results match the observation on the image logs and drilling data. Because there is a certain level of confidence that the 

4D drilling simulator reproduces the field conditions when drilling the karsts, the next task is to observe what takes 

place with the drill-bit cutters when drilling in such interbedded scenarios. The main results of this analysis are shown 

in Fig. 5. 
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Fig. 5—Simulation of drilling through carbonate with karsts. (a) Rock diagram vs. depth; (b) normal force over depth of 

cutters #4, #8, #14, #26, and #42; (c) drill bit image showing cutter numbers and locations. 

Fig. 5 shows the results from the 4D drilling simulator when drilling in a transitional scenario. The charts shown are 

the bit cutter normal force in addition to one of the drill-bit blades. Cutter number 4 (far left) is the innermost cutter of 

that blade, whereas cutter number 42 (far right) is in the middle of the blade. As shown, when drilling through the karsts, 

there is a peak in the cutter normal force. Also, the highest values of the peaks are related to the cutters located in the 

inner portion of the blade (cutters number 4, number 8, and number 14). The normal force is responsible for chipping 

and separation of the cutters. Therefore, it is fair to say in terms of the drill-bit normal force, the drill-bit cone area has 

the highest peaks. This observation is in line with drill-bit dullness (Fig. 2(a)), where highest dullness is at the cone. 

Comprehending the underlying root causes for the low drilling efficiency is important to obtaining the solution 

delivery. It is essential to identify the cutter failure mechanism while drilling through complex hard and impact-prone 

lithologies, such as the pre-salt reservoir, and propose customized solutions to alleviate the damage. While drilling 

though the karsts, such a challenging formation can produce drilling breaks that lead to premature PDC cutter damage, 

unbalanced cutting structure workload, and eventually costly unwanted BHA trip. As of today, it is a challenge to 

predict what is happening downhole; thus, it is of the utmost importance to use a virtual calibrated formation plan, 

which can better reproduce the actual drilling conditions to create a suitable cutting structure.  

To design a new cutting structure for this application, two approaches were selected. The first approach is to replace 

the flat PDC cutters with 3D cutters. The second approach is to apply drill-bit design features and evaluate different 

design concepts using the 4D dynamic drilling simulator. Both approaches aimed to improve cutting structure durability 

against cutter impact damage, by enhancing cutter resistance to tangential loads as well as reducing the cutter normal 

forces. To prevent premature failure and to optimize drilling efficiency, a novel eight-bladed, 13-mm cutter drill bit was 

designed and optimized specifically for this pre-salt application using a virtual calibrated formation plan. The goal was 

to improve the cutting structure durability, mainly on the cone and nose areas, to prolong cutting structure sharpness, 

and to yield superior overall ROP. These goals were achieved by examining how the new design compared with the 

baseline in the calibrated model to ensure that the changes being made resulted in less drill-bit cutter normal forces to 

allow for smoother drilling and in turn, prolong the cutting structure life (Fig. 6). 

 

 
Fig. 6—Dynamic simulation results showing a more stable behavior from the new-concept PDC drill-bit design compared 

with the reference PDC drill bit. 
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CONCLUDING REMARKS 

On the first case study, this paper has presented the implementation of an improved, fully digital bit design 

workflow. The workflow integrates a calibrated 4D dynamic simulation model and petrotechnical expertise from 

drilling engineering, geomechanics, geology, and petrophysics groups to continue to push the drilling performance 

envelope in the challenging Brazilian presalt exploration and development. In a collaboration between different 

engineering teams, decisions included selecting a specific design features of the drill bit. The features, which 

encompassed cutters selection, cutting structure layout to the blade top features, were made inside the 4D dynamic 

simulation software. The results were tested in the presalt virtual rock, under the actual drilling conditions.  

This system engineering workflow highlighted the integration efforts between multidisciplinary teams, leading to 

success in different borehole sizes when drilling the carbonate reservoirs in this challenging Brazilian presalt interval. In 

the 12¼-in. borehole, an innovative bit design produced an 89% improvement in footage drilled and 136% 

improvement in ROP compared with the field average. In the 8½-in. borehole, a thorough investigation of current 

available drill bits led to a customized bit selection, resulting in one-bit run interval to reach section total depth.   

On the second case study, this paper has presented the implementation of an improved, digital bit design workflow 

based on high-resolution borehole image logs. The workflow integrates a calibrated 4D dynamic simulation model and 

petrotechnical expertise from drilling engineering, geomechanics, geology, and petrophysics groups.  The combination 

of the improved workflow and petrotechnical expertise have improved the drilling performance envelope in the 

challenging Brazilian pre-salt exploration and development. The textural and faciological grouping was translated into 

rock files for the in-house 4D dynamic drilling simulator. The rock files are digital representations of the rock in the 

drilling simulation software. This software can reproduce laminations, beddings, pores, nodules, and hardness, features 

that are best described by the borehole images. The high-resolution image data provided textural and hardness 

information, essential to the analysis of the formation’s mechanical behavior during drilling. By providing more reliable 

modelling than previously available, this study has unlocked a spectrum of solutions beyond reservoir characterization, 

which will impact well planning, BHA and bit design, and ROP prediction. 
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Abstract: The regenerative effect refers to the dependance of the depth of material removed by a cutter on the motion
history of the cutting tool. This phenomenon, which exists in various machining processes, as well as in deep drilling
to access earth resources, is recognized as a root cause of harmful vibrations in these operations. Here we introduce a
model in terms of a partial differential equation (PDE) to compute the regenerative chip thickness in the milling process.
By combining this PDE model with an ordinary differential equation (ODE) describing the tool dynamics, a system of
PDE-ODE equations to model the self-excited vibrations of a milling tool is formulated. It is proved analytically that
the proposed PDE-ODE model can be simplified to the classical delay differential equation (DDE) model. From this
perspective, the DDE model is more efficient in specific (though common) scenarios while the PDE-ODE model can be
more accurate in extreme scenarios, such as in the case of large axial depth of cut. This paper concludes with a brief
discussion on how to extend the proposed model PDE-ODE model to the bit whirl problems in drilling industry.

Keywords: Milling, Regenerative Effects, PDE-ODE, Drilling, Bit Whirl

INTRODUCTION

Removing material from a solid body using a tool equipped with multiple cutters is a common operation in multiple
machining processes, such as turning (Wahi and Chatterjee, 2008), milling (Chen et al., 2024), and drilling (Roukema and
Altintas, 2006), as well as in deep drilling to access earth resources (Zhang et al., 2023). In all these processes, the cutters
interact with a solid material surface previously machined by the same cutting tool. As a result, the amount of material
removed by the cutters, also known as depth of cut or chip thickness, strongly depends on the history of the motion
of the cutting tool. This dependence is referred to as the regenerative effect (Stepan et al., 2004). The chip thickness
further affects the cutting force on the tool, which in turn affects the motion of the cutting tool through tool dynamics.
As illustrated in Figure 1, a loop of self-excited vibration is formed, which is recognized as a root cause of the harmful
oscillations in these processes (Richard et al., 2007; Stepan et al., 2004).

Motion of the Tool

Machined Surface

Chip Thickness

Cutting Force

Tool Dynamics

Figure 1 – Loop of self-excited vibration in regenerative machining processes.

Conventional models compute the regenerative depth of cut using the current (at time t) and previous (at time t − τ)
positions of the center of the tool, leading to the formulation of a delay differential equation (DDE) (Richard et al., 2007;
Stepan et al., 2004). Here τ is the time delay. However, the classical DDE formulation is invalid when the tool is cutting
the outer region of the workpiece (for example, when t < τ), or for large-amplitude tool vibrations leading to fly-over (Niu
et al., 2021), or when multiple regenerative effects (Wahi and Chatterjee, 2008) occur. Targeting these limitations, recent
efforts have led to the formulation of an alternative approach, where the regenerative depth of cut is determined through
a partial differential equation (PDE) model governing the evolution of the machined surface (Wahi and Chatterjee, 2008;
Zhang et al., 2023). However, these models are not applicable for lateral cutting processes such as milling (Chen et al.,
2024) and bit whirl in drilling (Kovalyshen, 2013).

This abstract first introduces a PDE method (Chen et al., 2022) to compute the regenerative chip thickness in the
milling process. By combining this PDE model with an ordinary differential equation (ODE) describing the tool dynamics,
a PDE-ODE system (Chen et al., 2024) is then formulated to model the self-excited vibrations of a milling tool. It is proven
that the PDE-ODE and the DDE approaches are equivalent under specific assumptions. Utilizing the boundary conditions
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implied by these assumptions, the PDE of the PDE-ODE system is solved analytically and the PDE-ODE formulation is
accordingly transformed to a DDE. From this perspective, DDE models can be viewed as a simplifying approximation of
the PDE-ODE model. As a result, the DDE model is more computationally efficient than the PDE-ODE model in specific
(though common) scenarios but can be less accurate in extreme cases. Finally, the extension of the proposed PDE-ODE
model to simulate bit whirling in the drilling industry is briefly discussed.

CHIP THICKNESS COMPUTATION USING PDE METHOD

Surface Function

As illustrated in Figure 2(a), the evolving geometry of the machined surface around the mill can be described by the
surface function r(θ , t). This function expresses that the distance r between the center of the tool O and an arbitrary
surface point P is a function of the orientation θ of point P and time t. Here θ is the angle between line OP and the
y-axis of the bit frame (x, y). For the sake of simplicity, the y-axis is aligned with an arbitrary cutter and the x-axis is set
orthogonal to this cutter. This reference cutter is numbered as cutter 1 and the other cutters are sequentially numbered
clockwise. Using this surface function, the depth of cut ahead of cutter i (i = 1, 2, . . . , N with N denoting the total number
of the cutters) can be computed according to (Chen et al., 2022):

hi = max
{

0, R− r
(
θ+

i , t
)}

, i = 1, 2, . . . , N , (1)

where R is the distance between the center of the tool and the edge of the cutter, θi is the direction of cutter i with respect
to the y-axis. Notation r

(
θ+

i , t
)

is used to denote the right limit of function r(θ , t) at θ = θi, which represents the distance
between the center of the tool and the surface ahead of cutter i. It is noted that throughout this abstract, we only consider
full radial immersion milling.
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Figure 2 – (a) The mass–spring–damper model of the milling tool/machine dynamics. (b) Coordinate
transformation of the cutting force at the cutter. Adopted from (Chen et al., 2024).

PDE Governing the Evolution of the Surface Function

According to Chen et al. (2022), the evolution of the surface function around the tool is governed by a conservation
law with a source term:

∂ r
∂ t

+
∂ f
∂θ

= ψ (2)

with
f (r, θ , t) =−Ωr−Vt ln(r) , ψ (r, θ , t) =Vr [ln(r)−1] . (3)

For an arbitrary surface point P, term Vr = V sin(θ +Ωt +Θ0 +Φ) is the radial component of the velocity of the center
of the mill along line OP, while Vt =V cos(θ +Ωt +Θ0 +Φ)) is the tangential component vertical to line OP. Here, Ω is
the spindle speed of the mill, V is the magnitude of the tool center measured in the global frame (X , Y ), Φ is the direction
of the velocity with respect to the X-axis, and Θ0 is the initial angle between the bit frame (x, y) and the global frame
(X , Y ) at t = 0.
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Conditions at Cutters

According to Chen et al. (2022), the material removal process at cutter i is described by:

r
(
θ−

i , t
)
= max

{
r
(
θ+

i , t
)
, R
}
, i = 1, 2, , . . . , N , (4)

where r
(
θ−

i , t
)

is the left limit of function r(θ , t) at θ = θi; it represents the distance between the center of the tool and the
machined surface just created by cutter i. Equation (4) is a general expression of two cutting scenarios: (i) normal cutting
(R > r

(
θ+

i , t
)
) where a new material surface is created by the cutter with Eq. (4) accordingly becoming r

(
θ−

i , t
)
= R;

(ii) fly-over (R ≤ r
(
θ+

i , t
)
) where the material surface remains continuous and Eq. (4) becomes r

(
θ−

i , t
)
= r
(
θ+

i , t
)
.

As mentioned earlier, Cutter 1 is aligned with the y-axis (θ1 = 0). For θ ∈ [0, 2π], the boundary value of the surface
function can be alternatively expressed as: r(0, t) = r(θ+

1 , t) and r(2π, t) = r(θ−
1 , t). Therefore, the material removal

condition (4) also serves as the boundary condition of the PDE (2) when i = 1.

Equations (2) - (4) form a PDE system governing the evolution of the surface function. By solving this PDE, the chip
thickness ahead of a cutter is readily determined through Eq. (1).

PDE-ODE MODEL FOR SELF-EXCITED VIBRATION IN MILLING

Tool Dynamics

As illustrated in Figure 2 (a), the dynamics of the milling tool is modeled by a mass-spring-damper system (Faassen
et al., 2006):

MX ẌT +CX (ẊT −V0)+KX (XT −V0t) = FX
MY ŸT +CY ẎT +KYYT = FY ,

(5)

where XT (t) and YT (t) are the coordinates of the tool center in the global frame (X ,Y ), V0 is the prescribed velocity of the
center of the tool along the X-axis, and MI , CI , and KI are the mass, damper, and stiffness parameters along I (I = X , Y )
direction. Terms FX = ∑N

i=1 FXi and FY = ∑N
i=1 FYi are the total cutting forces along X- and Y - directions. Here FXi and FYi

are cutting force components of cutter i, which are determined through a coordinate transformation from the cutter frame
to the global frame, see Figure 2 (b):

[
FXi
FYi

]
=

[
−cosφi (t) −sinφi (t)

sinφi (t) −cosφi (t)

][
Fti
Fri

]
, (6)

where φi (t) = θi +Ωt +Θ0 is the direction of cutter i with respect to the Y -axis, and Fti and Fri are the tangential and
radial cutting force components on cutter i (Chen et al., 2024):

Fti = Ktaphβ
i (t) , Fri = Kraphβ

i (t) , i = 1, 2, . . . , N , (7)

where Kt , Kr, and 0 ≤ β ≤ 1 are cutting parameters, and ap is the axial depth of cut (Chen et al., 2024).

PDE-ODE Formulation

The ODE system (5) - (7) governing tool dynamics and the PDE system (1) - (4) governing the evolution of the ma-
chined surface around the mill are coupled following the logic illustrated in Figure 1, and a PDE-ODE system describing
the self-excited vibration of a milling tool is correspondingly formulated, see Figure. 3(a). It is noted that the magnitude

and direction of the velocity of the center of the tool are determined from V =
√

Ẋ2
T + Ẏ 2

T and tanΦ = Ẏ/Ẋ .

COMPARISON BETWEEN PDE-ODE AND DDE MODELS

Figure 3(b) illustrates the formulation of a DDE model (Faassen et al., 2006). Comparing Figure 3 (a) and (b), the
DDE and PDE-ODE models have two main differences.

First, the DDE model compute the chip thickness using a different formula:

h̄i (t) = sinφi (t) [XT (t)−XT (t − τ)]+ cosφi (t) [YT (t)−YT (t − τ)]+R−Rcos
(
Ωτ − θ̄

)
, (8)

where θ̄ = 2π/N is the angle between neighboring cutters, and τ = τ̄ θ̄r
fz cosφi(t)+θ̄r is the time delay. Here τ̄ = θ̄/Ω and

fz =
2πV0
NΩ is the feed per tooth.

Second, the DDE model adds an additional function gi (φi (t)) to the cutting force components:

Fti = Ktaph̄β
i (t)gi (φi (t)) , Fri = Kraph̄β

i (t)gi (φi (t)) , i = 1, 2, . . . , N (9)
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Figure 3 – (a) The PDE-ODE system describing the self-excited vibration of a milling tool. (b) The DDE model
describing the self-excited vibration of a milling tool.

with

gi (φi (t)) =

{
1 , φs ≤ φi (t)≤ φe

0 , otherwise .
(10)

where φs and φe are the entry and exit angles (Faassen et al., 2006).

In this section, we will prove that the PDE-ODE model can be simplified to a DDE model (Faassen et al., 2006) under
the following three assumptions.

Assumption 1: The machined surface interacting with cutter i is created by the neighboring previous cutter i+1 and there
is no fly-over (Niu et al., 2021), see Figure 4.

Assumption 2: The early-stage behavior when the tool cuts the outer boundary of the workpiece (Chen et al., 2022, 2024)
is not considered.

Assumption 3: The prescribed motion of the tool, translational motion with a constant velocity V along X-direction,
plays a dominant role in the calculation of time delay and entry and exit angles.

As illustrated in Figure 4, by assuming that the material surface ahead of cutter i is created previously by the neigh-
boring cutter i+1 (Assumption 1), we only need to consider the material surface between these two cutters. As a result,
the range of θ is reduced from θ ∈ [0, 2π] to θ ∈ [θi, θi+1], and a new boundary condition need to be accordingly defined
at θ = θi+1. When there is no fly-over, cutter i+ 1 is always in the cutting mode (R > r

(
θ+

i+1 , t
)
), thus the boundary

condition at θ = θi+1 is obtained from Eq. (4): r
(
θ−

i+1, t
)
= R. According to Assumption 2, the influence of the initial

condition is ignored and the PDE (2) is solved using the boundary condition at θ = θi+1. In summary, a simplified PDE
system is obtained:

∂ r
∂ t

−
[

Ω+
V cos(φ (t)+Φ)

r (θ , t)

]
∂ r
∂θ

=−V sin(φ (t)+Φ) , θ ∈ [θi, θi+1] , r
(
θ−

i+1, t
)
= R . (11)

Here we substitute Eq. (3) into Eq. (2) and define φ (t) = θ +Ωt +Θ0. Equation (11) has the following solution:

r (θ , t) = Rcos(Ωτ +θ −θi+1)− sinφ (t) [XT (t)−XT (t − τ)]− cosφ (t) [YT (t)−YT (t − τ)] , (12)
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Figure 4 – Surface function between two neighboring cutters.

where τ is the minimum positive value satisfying:

Rsin(Ωτ +θ −θi+1)+ cosφ (t) [XT (t)−XT (t − τ)]− sinφ (t) [YT (t)−YT (t − τ)] = 0 . (13)

Substitute Eq. (13) into Eq. (1), and rewrite the maximum function into an alternative form, we obtain:

hi = max
{

0, R− r
(
θ+

i , t
)}

= max
{

0, h̄i (t)
}
= h̄i (t)gi

[
h̄i (t)

]
, i = 1, 2, . . . , N , (14)

where h̄i (t) is exactly the chip thickness formula introduced in the DDE model (Faassen et al., 2006), and function
gi
[
h̄i (t)

]
is defined as:

gi
[
h̄i (t)

]
=

{
1 , h̄i (t)> 0
0 , otherwise .

(15)

The period when h̄i (t) > 0 can also be determined using the entry (φs) and exit (φe) angles. In other words, the chip
thickness ahead of cutter i is positive when its orientation with respect to the Y -axis, φi (t) = θi +Ωt +Θ0, is in the range
φs ≤ φi (t) ≤ φe. The entry and exit angles can be determined by solving the equation h̄i (t) = 0. Here we assumes that
prescribed motion of the mill plays the dominant role (Assumption 3), i.e., XT (t) ≈ V0t and YT (t) ≈ 0, the following
approximated entry and exit angles are obtained:

φs ≈− θ̄ fz

2
(

fz + θ̄R
) , φe ≈ π − θ̄ fz

2
(

fz + θ̄R
) , (16)

which are the same entry and exit angles derived in the DDE model (Faassen et al., 2006). Using these two angles, the
function gi

[
h̄i (t)

]
can be rewritten as a function of φi (t), i.e., the gi (φi (t)) function in Eq. (10).

Substitute Eq. (14) into (7), we obtain exactly the same cutting force formula (9) in the DDE model. Here the
identity gβ

i (φi (t)) = gi (φi (t)) (β > 0) is used. Until now, we obtain a DDE model from the PDE-ODE model using three
simplifying assumptions. In other words, the DDE model can be viewed as a simplified formulation of the PDE-ODE
model. From this perspective, the DDE model is computationally more efficient in specific, though common, scenarios,
because the PDE is solved analytically under simplifying assumptions and the numerical simulation of the PDE is avoided.
However, the PDE-ODE model can be more accurate when these simplifying assumptions are invalid.

This conclusion is further confirmed by numerical simulations. As illustrated in Figure 5, the DDE model ignores the
transient tool behavior at early stage (t ∈ [0, 0.01]s), which is naturally captured by the PDE-ODE model. This is because
Assumption 1 is invalid, and the initial condition needs to be considered when the tool is cutting the outer region of the
workpiece. More details of this example are provided in (Chen et al., 2024).
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OUTLOOK TOWARDS PDE-ODE MODEL FOR BIT WHIRL
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Figure 6 – Surface function in drilling.

In the milling process and in bit whirl in drilling (Kovalyshen, 2013), the cutting tools are moving laterally. From
this perspective, the proposed PDE method can be extended to describe the evolution of the bottom hole surface when
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bit whirling occurs. As illustrated in Figure 6, the concept of surface function can be extended to the drilling process,
describing the distance between an arbitrary point P on the rock surface and a reference point Ob on the bit. Given the
fact that the bit is moving along its central axis and has more complex design, the surface function is extended from
two-dimensional r (θ , t) in milling to three-dimensional r (θ , ϕ, t). Herein, ϕ is the angle between line ObP and x− y
plane. Similar to the PDE (2), the evolution of the extended surface function r (θ , ϕ, t) is also governed by a conservation
law with a source term:

∂ r (θ , ϕ, t)
∂ t

+
∂ f (θ , ϕ, t)

∂θ
+

∂g(θ , ϕ, t)
∂ϕ

= ψ (θ , ϕ, t) , (17)

where f (θ , ϕ, t), g(θ , ϕ, t), and ψ (θ , ϕ, t) are all functions of the motion of point Ob. Following the logic illustrated in
Figure 1, the PDE (17) can then be coupled with ODEs describing bit dynamics (Richard et al., 2007; Kovalyshen, 2013),
thus a PDE-ODE system describing bit whirl can be formulated. Detailing such model is subject to future work.
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Abstract: This paper outlines an innovative Downhole Anchoring and Drive System that offers significant reduction in 

well construction cost through elimination of downhole drilling dysfunction, closed loop optimization of drilling 

parameters and the ability to extend well length through application of downhole thrust to the drill bit. This paper also 

shows how this system is a critical enabler of an Autonomous Reeled Drilling System allowing large diameter 

wellbores to be drilled in hard rock with coiled tubing, promising an even larger reduction in well construction cost, 

especially for offshore deepwater applications.  

Keywords: downhole anchoring, reeled drilling, coiled tubing, hard rock drilling, offshore.  
 

INTRODUCTION 

An innovative Downhole Anchoring and Drive (DAD) system is under development that will significantly reduce well 

construction cost through elimination of downhole drilling dysfunction and, through application of significant and 

optimized downhole thrust force to the drill bit, allow faster and/or longer wells to be drilled than currently possible 

with today’s conventional technologies.  

What follows is an overview of the problems typically encountered while drilling hard rock, what the DAD system is 

and how it eliminates these problems and ultimately how it is a key enabler to future Autonomous Reeled Drilling 

Systems.  

DRILLING DYSFUNCTION 

Drilling dysfunctions consume significant amounts of energy that could otherwise be used to drill rock faster. They take 

many forms but ultimately increase drilling cost and risk through elevated downhole tool wear and damage, reduced 

Rate of Penetration (ROP), increased number of trips in and out of hole and potentially, in the case of lost in hole event, 

the loss of a well.  

A typical example of dysfunction is torsional vibration – large fluctuations, usually periodic, in drill bit rotation rate 

despite constant rotation rate at surface. Lines (2016) outlined the many forms of this that occur in drilling operations, 

their cause and consequence but namely the result is premature wear and damage to drill bits and a reduction in ROP. 

See Figure 1 for examples of the three main types (Figure 1(a)-Figure 1(c)).  

 

 

 

Figure 1 – drill bit RPM vs time plot showing various modes of torsional vibration – a) high frequency torsional 

oscillation, b) low frequency torsional oscillation, c) full stick slip, d) combined low frequency torsional 

oscillations, stick slip and high frequency torsional oscillations (Lines, 2016) 

 

Torsional vibration ultimately stems from the inverse relationship between drilling torque and rotation speed of the now 

ubiquitous PDC drill bit, see Figure 2. This results in negative damping and a tendency for the rotary speed of the drill 

bit (and the drillstring connected to it) to oscillate when perturbed (Richard, 2007).  
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Figure 2. Velocity dependent PDC drill bit torque (Hohl, 2015) 

 

Another example of dynamic dysfunction is lateral vibration whereby the lateral stabilization of the drilling assembly 

and/or the engagement of the drill bit with the rock (a large component of drill bit lateral stability is the result of PDC 

cutter force balancing that relies on sufficient cutter engagement with the rock face) is insufficient to constrain lateral 

force instability or acceleration of the drill bit or other components within the drilling assembly. Not only can this form 

of dysfunction result in damage to downhole tools, but it can also cause significant irregularity in wellbore path 

(tortuosity) that can then result in poor weight transfer to the drill bit (and further lateral vibration issues) as drilling 

progresses (Dupriest, 2013). Two common types of lateral vibration are forward whirl – typically occurs with limber 

drillpipe/collars that precess in the same direction and similar frequency to drillstring rotation - and backward whirl – 

typically occurs on drill bit and stabilizers whereby the rotation of the component within the wellbore is in the opposite 

direction to drillstring/bit rotation and at much higher frequency (Stroud, 2011). Both result in high impact shock and 

vibration damage along with rapid accumulation of bending fatigue (especially in the case of backward whirl). 

Dynamic stability plots show the relationship of the above dysfunctions to drilling parameters (Figure 3). For maximum 

performance it’s desirable to work towards the upper right of the stability plot using the highest WOB along with the 

highest RPM while avoiding adverse dynamics – staying in the optimum zone. Watson (2013) confirmed through 

fundamental cutter testing that PDC drill bit ROP and life is maximized in hard rock by drilling at high WOBs. 

 

 

Figure 3: Typical stability diagram for drilling (Wu, et al. 2010) 

 

Mitigation and avoidance of dysfunction is challenging. Typically, the cause of the dysfunction is at the bottom end of 

the drilling assembly (for instance the PDC drill bit) whereas the control and actuation system is many kilometers away 

on the top side. This results in a severely underactuated drilling system that can be very challenging to control (Krstic, 

2022 & Auriol, 2022).  
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Figure 4 shows a drillstring drag analysis for the longest 3D granite well drilled in Thailand (Thai, 2022). This well 

reached a Total Depth (TD) of 6768m with a circa 3500m horizontal section. The cumulative drag at TD at 0rpm 

(sliding) was predicted at 185,200lbs with approximately 25lb/m rate of increase in the horizontal section. The DAD 

system can apply approximately up to 60,000lbs of extra WOB in this hole size. In this well that would have resulted in 

an extra 2400m or 77% more horizontal footage before the same drillstring drag and levels of buckling would have been 

encountered. 

 

Figure 4: Drag Plot for Long Granite Well in Thailand (Thai, 2022) 

 

What if the control and actuation system responsible for the drilling process was placed downhole in proximity (within 

30m) of the source of instability e.g. the drill bit? What if it could apply significant and controlled downhole WOB to 

counteract the inverse bit torque to rotary speed relationship / negative damping and keep the drill bit cutters 

consistently engaged with the rock face to improve lateral stability and cutter life? What if this system could apply 

significant WOB downhole directly to the drill bit to eliminate drillstring buckling and maximize reach? What if this 

system could also autonomously adjust parameters, for instance WOB, and instantly see in high fidelity the impact on 

ROP and vibration severity……the answer is a more efficient drilling system that can drill both further and faster than 

the incumbent technology and ultimately reduces well construction cost and risk. This is what the DAD system offers 

the global drilling industry. 

The DAD system is positioned within the bottom hole assembly (BHA) and contains hydraulically actuated gripping 

elements that anchor the BHA to the borehole wall and allow torsional and/or axial load to be reacted directly into the 

borehole wall rather than conveyed many kms above. The system contains a hydraulic thrusting unit that can apply 

significant and controlled thrust to the drill bit to both drill faster and actively reduce drilling dysfunction. The drilling 

process is controlled from the bottom of the hole with real-time sensor feedback to aid in optimization and includes 

many of the control modes that Drillers are accustomed to with the latest surface based Automatic Drillers (ROP, WOB, 

Torque etc.).  

The resulting stability plot with DAD system in the BHA can be seen in Figure 5. The threshold for buckling has shifted 

upwards resulting from the ability of the DAD system to apply WOB downhole and require less compression in the 

drillstring above (compression causes buckling). The stability resulting from local gripping of the wellbore has 

eliminated forward whirl and the ability to increase WOB and drill bit cutter engagement with the rock reduces the 

tendency to backward whirl. Ultimately this extends the optimum zone, allowing higher WOBs and higher RPMs to be 

used, resulting in faster ROPs with less occurrences of damaging dynamics and adverse PDC cutter wear. 

 

 

Figure 5 – Modified stability plot showing impact of DAD System 
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In addition to optimization of the drilling process through proximity of the DAD system to the drill bit and its advanced 

control and actuation system, its ability to react torque and axial force into the formation is a critical enabler for drilling 

large diameter, hard rock wells with reeled pipe and/or coiled tubing. Coiled tubing is typically used for small diameter, 

low cost well intervention and workover operations which require low torque and pull/weight capacity (compared to 

conventional jointed pipe in drilling applications). The ability to drill large hole diameter holes through hard rock with 

coiled tubing offers immense cost savings over conventional jointed pipe operations: 

• Smaller, lower cost drilling rig due to reduced derrick capacity and tubular handling requirements 

• Faster drilling and tripping times due to not needing to make/break rotary connections and pick-up/ rack-

back pipe (typically 3-4x the tripping speed compared to conventional jointed pipe) 

• Improved well control through ability to continuously circulate while tripping in/out of hole. 

• Reduced workplace hazards due to elimination of rotary shouldered connections made/break on the rig floor. 

• Improved command and control of the downhole tools through continuous data link to surface via wireline. 

AUTONOMOUS REELED DRILLING SYSTEM 

A schematic overview of the Autonomous Reeled Drilling System with the DAD system can be seen in Figure 6. 

 

   

Figure 6 - main components of Autonomous Reeled Drilling Solution. Orange indicates new system components; 

grey are industry standard off-the-shelf components. 

 

The components of the Autonomous Reeled Drilling System are as follows: 

• Drill Bit – conventional PDC, roller cone or alternative rock destruction methods e.g. plasma. 

• Directional Drilling Assembly – allows steering of wellbore along with navigational and petrophysical 

logging measurements. Pictured with Rotary Steerable System (RSS)  

• Drilling Motor – converts hydraulic energy in drilling fluid into mechanical energy for rotating the drilling 

assembly. 

• DAD System – The anchoring system reacts the drilling motor torque into the formation to avoid damage and 

twist of the coiled tubing string. The 700 series DAD can react the stall torque of the heaviest duty 7-in OD 

drilling motors (for drilling 8.5in to 8.75in nominal hole size) 

• Coiled Tubing Interface – electromechanical connection of DAD system and BHA to coil tubing. 

• Coiled Tubing – customized coil tubing with improved fatigue properties and mechanical/hydraulic capacities 

• E-Line – provides power and communications conduit between surface and downhole tools.  
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• Rig – standard CT/intervention rig or vessel. Shown here utilizing a light well intervention vessel to reduce the 

cost of deepwater drilling. 

• Surface System – allows data visualization and bi-directional communications and control of DAD system. 

Also possible to receive MWD and LWD data.  

DAD SYSTEM TEST AND DEVELOPMENT UPDATE 

The predecessor to the DAD system focused on mechanically isolating the drill bit from the ‘spring’ of the drillstring to 

provide a rigid torsional anchor point above the drill bit to react the torque output from the drilling motor/ drill bit and 

allow maximum weight to be applied without triggering stick/slip – stick/slip is a major cause of drill bit damage that 

limits hard rock drilling performance. The Concept Prototype (CP) utilized hydraulic oil to energize gripper pistons. 

The gripper pistons extended to grip the wellbore wall and transmit torque. The tool comprised two anchoring units 

connected via a closed hydraulic circuit. This hydraulic circuit synchronized the movement of the two anchors such that 

while one was gripping the wellbore the other unit was resetting position such that it could take over from the gripping 

unit when it reached the end of its travel. The target was to continuously react torque to the formation via the grippers 

up to the maximum ROP – 70ft/hr. for the CP.  

The CP tool had no means of applying thrust to the drill bit and relied on it being applied by conventional means – 

heavy weight or drill collars in the BHA and the Driller controlling hookload/ slack off weight to apply force to the drill 

bit. This CP was tested at the facility of a major drilling contractor in Houston, Texas and drilled a shallow cased hole 

filled with cement. The specifics of the test and results are described in Gajdos (2024). The CP can be seen in Figure 7. 

The shake down test was successfully concluded with two main achievements:  

• The CP tool reliably gripped the wellbore while drilling and the movement of the two anchoring units were 

sufficiently synchronized (via the closed hydraulic circuit connecting them) to ensure continuous gripping 

during the test. The CP achieved the required 70 ft/hr with testing not able to reach the maximum limit of the 

tool´s capability. 

• Downhole drilling dynamics subs located above and below the downhole motor detected vibrations reduced by 

up to 35% when compared to drilling without the CP in the drillstring. 

 

 

Figure 7 – CP suspended in derrick during drilling tests at drilling contractor facility, Houston, TX 

 

A requirement for the original anchoring concept was for a purely hydro-mechanical tool with no electrical or electronic 

systems. This resulted from the desire for ultra-high temperature operations (350degC) for geothermal applications. As 

a drive to facilitate creation of an Autonomous Reeled Drilling System, along with the aim to simplify the 

hydromechanical controls and modularize the design, it was decided to ‘electrify’ the anchoring tool with the addition 

of electronic actuation and control and, at the same time, add extra capabilities such as application of controlled axial 

thrust/ WOB to the drilling assembly and implementation of autonomous control loops similar to those in today´s 

cutting edge automated drilling systems – these enhancements resulted in the DAD system as shown in Figure 8. 
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A summary of the enhancements of the DAD system over the CP tested at the drilling contractor’s facility in Houston: 

• Incorporates electronic/electrical control and actuation system to allow enhanced active control mechanisms to 

optimize the drilling process and reduce dysfunction. 

• Allows the drillstring to be rotated through the anchors to minimize drillstring drag and allow use of 

conventional directional drilling motors and processes (e.g. slide and rotate) 

• Includes a comprehensive set of sensors and diagnostic data – e.g. pressure, torque, WOB, temperature, RPM, 

shock and vibration 

• Utilizes pressurized drilling fluid to reduce tool complexity and cost and will follow a similar design ethos to 

the most commercially successful RSS tools. 

• Includes axial push/pull capability which can be used to apply additional WOB to improve ROP through 

higher depth of cut and/or reduced drill string buckling/drag. 

• Modular design allowing multiple anchors and thrusting units to be stacked in series should higher forces be 

required. 

• Utilizes a common electrical architecture that facilitates power and communications exchange between 

multiple modules and other third-party tools in the BHA creating the potential for a true integrated and 

autonomous drilling system. 

 

Figure 8: Visualization of the next version of Downhole Anchoring and Drive (DAD) system 

The DAD System has two main tool configurations: 

• Axial anchoring only - allows the central shaft to rotate through the anchoring modules and for true “plug and 

play” into conventional bent motors and jointed pipe applications without the need for extra tools in the 

drillstring. The system utilizes modulation of axial thrust to mitigate stick/slip (and other dysfunctions). 

• Axial and Torsional anchoring – Torsionally locks the central shaft running through the system to the 

anchors such that when the anchors engage the borehole wall the drillstring above the DAD system cannot be 

rotated. Drilling motor torque reacts into the borehole wall (via the anchors) rather than into the drillstring. 

Allows high torque and extended reach drilling with coil tubing. 

The DAD system comes equipped with the following control modes: 

• ROP Mode – utilizes anchor traverse speed to control ROP allowing for much more consistent drilling and 

eliminates common dysfunctions (e.g. axial stick/slip) and well control issues. 

• Bit Torque Mode – utilize torque feedback to stabilize drilling torque to significantly improving motor and 

drill bit life and allows motors to be ran closer to maximum power (faster ROP) without risk of damage 

• WOB Mode – utilizes feedback from WOB sensor to control axial thrust to stabilize WOB for a more 

consistent drilling process. 

The commercial tool is undergoing development and testing for planned deployments towards the end of 2025. 
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CONCLUDING REMARKS 

The paper describes the innovative new Downhole Anchoring and Drive System originally proposed for hard rock 

drilling in geothermal applications, but with significant synergies for oil & gas drilling and as the critical enabler of an 

offshore Autonomous Reeled Drilling System. Typical forms of drilling dysfunction are discussed along with the ability 

of the DAD system to mitigate these along with its ability to extend drilling distances through the application of 

downhole thrust. The DAD system will be commercially deployed in 2025 for geothermal applications and a project is 

underway with a major oil company to develop and commercialize the Autonomous Reeled Drilling System for 

offshore deepwater. 
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Abstract: This paper addresses the analysis of drill string failure during the big hole section drilling, abording the drill 

string stresses involved in this process. The objective is to understand the main causes and identify possible solutions to 

minimize drill string failure occurrences. Based on these analyses, recommendations are proposed to improve drilling 

practices, aiming to prevent or mitigate the risks of drill string failure during big hole section drilling. The obtained 

results contribute to the advancement of knowledge in this field and can be applied in the planning and execution of 

future big hole drilling projects, with the goal of enhancing safety and efficiency in this stage of the oil and gas 

exploration process. 

Keywords: string, failure, drilling, big hole section. 
 

INTRODUCTION 

Drilling deep wells with larger bits in complex formations consisting of shale, mudstone, marl, limestone, diamictite, 

and sandstone, located in different sections, presents a challenge due to the stress on the drill string. Tool failure, bit wear, 

and drill string breakage are the main issues in this drilling scenario. 

The mechanical conditions of the well, particularly the dimensions of the wellbore, greatly impact the difficulties 

encountered during drilling. The selection of the appropriate bit type, bottom hole assembly (BHA), and drill string is 

crucial in determining the drilling dynamics. Additionally, rig equipment such as the top-drive, heave compensation 

system, and vibration control systems like stick-slip mitigators and automatic drilling parameter control systems are 

necessary to facilitate drilling under severe conditions. 

This article aims to examine the events that took place in wells drilled under these challenging circumstances, as well 

as compare different BHA solutions and drilling parameters used, with the goal of reducing vibration levels and enhancing 

performance in offshore well construction. 

DRILLING WELLS IN LARGE HOLE DIAMETERS 

The drilling of the initial phases of pre-salt wells is still a major challenge for drilling operations, either due to the 

large diameters of the drill bits and casings or due to the geological characteristics of the region. As mentioned by Tomita 

et al, the number of well phases is defined to be able to reach, in the riserless phase, the necessary depth to set the surface 

casing shoe and have enough formation strength to allow drilling of the salt section. This strategy generates two as shown 

in the Figure 1 below: 
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Figure 1 – Well Schematic 

Strategies for BHA, fluids, drilling parameters, drill bit technology, drilling string size, evaluating drilling rig 

equipment and capabilities, such as top drive and heave compensator, for example, have a significant impact on the final 

drilling outcome. 

Bottom Hole Assembly (BHA) Strategy 

The definition of the Bottom Hole Assembly (BHA) depends on the drilling goals and the equipment available on the 

rigs. Historically, especially in the early 2000s, the available drill pipe was 5" with NC 50 connections, which had a 

drilling torque of around 29Klbs.ft, leading to the use of downhole motors to compensate for the drilling string's fragility. 

With the introduction of new drilling strings, such as 5 ½" or 5 7/8", which have higher torque capacity, the BHAs were 

modified to be stabilizers, meaning they no longer have a power section. 

Stabilized BHAs brought greater performance and increased drilling rates; however, they also resulted in higher levels 

of vibration and column break events. In Figure 2, we have a schematic of the drilling BHA for these large-diameter post-

salt sections: 

 

Figure 2 – 24” BHA Components 
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In this 24” BHA for drilling through the post-salt and entering 150m into the salt, we see a much more robust drilling 

string with 5 7/8" drill pipe and XT57 connections (e.g., NOV), which have a torque limit close to 56Klbs.ft. Figure 3 

below provides a more detailed overview of the tension and torque capacities of the 5 7/8" drill pipe with XT57 connection: 

 

Simulations and Operational Limits 

 

Due to the BHA and the well's schematic design, a series of analyses are performed to assess the column's stress and 

operational limits. Currently, our simulators cannot clearly and accurately capture the dynamic drilling conditions, making 

it difficult to predict and analyze column failure events. The most common simulations are able to capture the limits of 

forces and loads, as shown in Figure 4 below: 

 

Simulations provide a good initial understanding for defining stabilizer positions, available weight below the drilling 

jar, and overpull limits. However, in current simulations, formation characteristics, especially formation washout, are not 

considered. The lack of understanding of the well's true mechanical condition creates a significant difference between the 

static simulation, performed during project planning, and the actual drilling conditions. 

Changes in the well's mechanical conditions occur due to various reasons, such as interbedded formations, sand 

washout, and swelling of reactive formations, among others, which completely change the contact points between the 

drilling string and the wellbore walls. Figure 5 shows a force analysis, with special emphasis on the stabilizer and drill 

Figure 3 - Torque-Tension Graph XT-57 

Figure 4 - Mechanical Limitations and Load Summary 24-inch section 
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bit positions represented by the red lines. A washout in that position will result in much greater displacement, causing 

more BHA failures and increasing the risk of failures. 

 

Figure 5 – BHA stress Analysis – 24-inch Section 

 

Rig Equipment and Systems 

Drilling rigs and their facilities and equipment are crucial in achieving performance goals, reducing well construction 

time, and eliminating BHA failures or breaks. The characteristics of the top drive, heave compensator, and systems like 

Auto-Drill and Soft-Speed, provided by companies such as NOV, are the main features of the drilling rig that impact 

drilling performance. 

The Auto-Drill system works in conjunction with the rig's compensation system and aims to maintain a constant 

weight on bit (WOB) during drilling. The Auto-Drill control system acts as a fine adjustment of the rig's compensators. 

In Figure 6, the WOB variation and the heave compensator behavior in systems with and without automatic drilling 

control or Auto-Drill can be observed: 

 

Figure 6 - Active compensation system + Auto Driller 
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Another rig features with a significant impact on drilling are control systems for top drive torque and speed. SoftSpeed 

(NOV) or SoftTorque (HMH) helps reduce torsional forces and vibrations during drilling. For this system to work 

effectively, the BHA and drilling string characteristics must be correctly registered in the system. In Figure 7, we can see 

the torque and rotation behavior of the top drive based on the status of the SoftTorque system being on or off: 

 

Drilling wells with these rig facilities, such as the WOB and torque/rotation control systems, enforce better drilling 

performance and reduces the number of column failures or BHA breaks. Figure 8 shows an improvement in performance 

and stabilization of torque and rotation parameters based on the operation of SoftTorque: 

 

Figure 7 – SoftTorque performance 

Figure 8 – Soft torque actuation results 
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Case Study 1: Disconnection on WELL A's Drilling String 

Drilling wells in large hole diameters and interbedded formations highlight the difference between studies conducted 

during planning, which involve static simulations, and the actual drilling process, where dynamic conditions often 

override all previous assessments. 

During the drilling of the surface phase of Well A on the drillship, a disconnection of the drilling string was identified, 

later evaluated as an unscrewing of the drilling string connection. Figure 9 shows the monitored parameters at the exact 

moment of the disconnection.  

 

The drilling was being performed in a 26" hole size with a PDC drill bit, a similar stabilized BHA to the one illustrated 

in Figure 2, and a 5 7/8" 34.21 ppf V-150 drilling string. Through the analysis of parameters, later confirmed, the 

disconnection occurred in the connection between the first and second drill pipe stands above the BHA. 

During the process of pulling the drilling string out of the hole and fishing operations for the fish stuck in the well, 

three more disconnections/unscrewing events were observed: an unscrewing of two drill pipe stands above the first 

unscrewing during the removal of the drilling string after the first event, a connection slightly above the BHA that was 

detorqued and had only three threads engaged, and an unscrewing of the connection between the Near Bit stabilizer and 

the DC. Figure 10 shows the pin from the second disconnection point, where the completely preserved threads and the 

fish from the Near Bit disconnection can be seen on the seafloor. 

 

Figure 10 - The pin from the second disconnection point and the Near Bit with the drill bit on the seafloor 

Despite being a section with easy-to-drill formations (mostly shales) and low vibration expectations, the drilling 

observed several events measured by the MWD sensors, mainly high levels of stick-slip (variations in column rotation), 

indicating at times variations between 0 and 400 rpm and rotations in the opposite direction of the drilling string. Figure 

11 shows the vibration levels indicated by the sensors (columns 4 to 11) and the difference in results with SoftSpeed on 

and off. 

Figure 9 - Monitored Drilling Parameters 
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Figure 11 – Drilling Parameters with and without SoftSpeed 

It is possible to observe the difference in rotation variations by comparing the MWD measurement data (columns 13 

and 14, CoP RPM and OTK RPM) and the surface data, Top Drive (column 17, SURF_RPM). Just before turning on 

SoftSpeed, some indications in darker red can be seen in column 5, SS CoP, indicating vibration levels in which the MWD 

rotation would have been negative, opposite to the Top Drive rotation. 

Other notable points that occurred during drilling were the occurrence of backward whirl events, indicated in red in 

column 11, WHIRLDM. 

 

Case Study 2: Column Break in WELL B 

In Well B, we had a slightly different scenario from the previous example, with the problem of breaking the pin 

connection between a short sub and a stabilizer (leaving a fish composed of drill bit, near bit stabilizer, and short sub), 

and subsequently, the problem of breaking the pin of the Drilling Jar when it was being connected to the rotary table. The 

figure below shows pictures of the disconnection points. 

 

In this case, the analysis points to fatigue failure in the elements, as high levels of vibration and stress (bending 

moment) were observed during drilling and tripping operations in the well. Figure 13 shows a summary of the parameters 

used and measured during the drilling of this well. The bending moment can be observed in the DBMAM column, lateral 

vibrations (LAT OTK and LAT CoP columns), and rotation vibration in the WHIRL column, with darker colors (red) 

Figure 12 - On the right, the broken pin between the sub and stabilizer. In the left, the broken pin in the 
connection of the Drilling Jar. 
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denoting high levels of the corresponding vibration. The breakage of the column occurred at the end of the data presented 

in Figure 13, the last column in the purple line, where there is a gradual drop in pump pressure until there is an abrupt 

decrease of 300 psi before reducing the flow rate (blue line). 

 

 

CONCLUDING REMARKS 

Drilling in large diameters, especially in interbedded formations, is associated with high levels of stress and events 

such as column breaks, disconnections, and failures of electronic BHA tools. Therefore, several studies are conducted 

during the planning phase, including various torque and drag simulations. 

These studies conducted during the planning phase are typically performed under static conditions, providing a good 

understanding of how the BHA behaves under standard conditions. However, during drilling, the boundary conditions 

change, such as the wellbore diameter due to washout and bit wear, completely altering the stress on the drilling string 

and rendering those previous simulations obsolete. 

The application of maximum drilling parameters throughout the operation is another factor that should be considered 

in risk analysis to prevent column failures or breaks. The low frequency of downhole data is another factor that increases 

the risk of operational failures, as several events are not observed in real-time due to telemetry limitations. 

The mechanical conditions of the drilling pipes and BHA tools, as well as the levels of maintenance and inspection, 

are aspects that are not well managed by operators. Information on fatigue cycles or tool utilization time is not readily 

available for evaluation, making it challenging to mitigate undesirable events through preventive actions such as tool 

rotation or replacement. 

In summary, there is a significant knowledge gap between static simulations conducted by operators and service 

companies and the real and dynamic condition that occurs in the well. Reported events illustrate this knowledge gap and 

suggest several actions, as mentioned above, such as: 

• Use of SoftTorque or SoftSpeed 

• Implementation of AutoDrill or automatic control system for WOB and other drilling parameters 

• Flow rate reduction to prevent washout 

• Improvement in the frequency of data acquisition and transmission from the downhole 

• Enhanced control and inspection of drilling columns and BHA tools 

• Reduction of the drilling diameter 

• Enhancement of simulation software solutions to include real well conditions. 

Figure 13 – Drilling and Vibration parameters during Well A section 
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Abstract: Thermal assisted drilling is a novel drilling technology, which is implemented in order to increase the process
efficiency. However, this new method has some implications on drill string dynamic behavior, which are still unknown.
In this paper, a 2-DOF drill string model regarding axial and torsional dynamics is considered based on an experimental
assembly. Then, thermal effects are inserted in the dynamic problem by modeling the temperature dependence on the
coupled nonlinear bit-rock interaction model. The thermal modeling gives axial and tangential forces varying along
with the temperature of rock, and has a decreasing pattern based on experimental data found in the literature. As a final
analysis, some bit-rock parameters were considered as correlated random variables, emulating the drilling operation
through different rock types and the inner minerals for each rock specimen. The results show a nonlinear decreasing
behavior in rock strength along temperature, which provides higher rate of penetration and lower efforts on the drill
bit. It was also concluded that there are not significant changes on stick-slip occurrence regarding thermal effects. The
uncertainty analysis has shown that rate of penetration is drastically affected by some rock parameters. In the other
hand, torque and axial reactions are much less influenced and the angular speed has almost no influence from these
parameters. Finally, thermal effects and uncertainty were considered to analyze rate of penetration on rock subjected to
different temperatures.

Keywords: coupled dynamics, axial-torsional, drill-string, thermal assisted drilling, bit-rock interaction.

INTRODUCTION

Oil and gas remains one of the most abundant energy sources around the world. Although, the drilling process faces
high costs, specially when it comes to drilling in hard dry rock formations. This kind of operation usually causes some
issues like drill bit damage and low rate of penetration (Yang et al., 2024).

Some recent researches brought up novel technologies in order to improve the entire drilling process regarding rate
of penetration and costs. Some of these methods are: High Voltage Electrical Pulse Drilling and Flame Jet Drilling, both
these technologies work based on the thermal spallation principle (Saksala et al., 2021) (Zhu et al., 2020). Rossi et al.
(2020) proposed a model for the combination of rotary and flame jet technologies, usually called as Thermal Spalling
Assisted Rotary Cutting (TSARC). Liu et al. (2021) developed some numerical models considering the granite and its
heterogeneity provided by the mineral composition, and also found that the thermal phenomena decrease significantly the
cutting forces.

Many scholars have observed the effects of TSARC on the rock breaking mechanisms and the efforts on the bit cutter,
although there is a clear gap on research when it comes to the implications of TSARC on the entire drill string dynamics.
The dynamic behavior of drill strings have been studied in the literature, specially because of some common vibration
phenomena, which cause several damage to drilling equipment (Germay et al., 2009).

The main aspect when it comes to drill string vibration is the bit-rock interaction model. This model gives force and
torque function provided by the cutting process, which excites the drill string (Trindade and Sampaio, 2005). Detournay
and Defourny (1992) proposed a model of axial-torsional coupling for the bit-rock interaction, considering cutting and
friction torques and forces. Ritto et al. (2010) obtained numerical results for a finite elements model using axial-torsional
bit-rock interaction model from Tucker and Wang (2003). Liu et al. (2014) considered a lumped parameters discrete model
for a drilling operation using bit-rock interaction model from Detournay and Defourny (1992) to analyse the stability of
a drilling operation. However, new models capable of incorporating the influence of thermal phenomena in the bit-rock
interaction are needed. In the present work, Detournay and Defourny (1992) model will be used for a vertical drill string
based on an experimental assembly, analyzing the thermal phenomena capable of modifying rock properties and thereby
affecting the drilling motion. Thus, the dynamic response of the drill string in a TSARC operation will be analyzed.

Dynamic Model

For the present study, an experimental drilling assembly was the object of the dynamic problem, which is shown in
Figure 1a. Lobo et al. (2020) has proposed a lumped parameters model for this case, as it is described in Figure 1b. Lobo
also proposed the Equations 1, 2 and 3 for the drill string motion.
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Iθ̈bit(t)+ ct θ̇bit(t)+ ktθbit(t) =−Tb + ctΩ+ ktΩt (1)

MÜ(t) = H0 −Mg−Wb (2)

H0 = H̄0(1+hcos(ωt)) (3)

(a) (b)

Figure 1: (a) Experimental assembly and (b) Dynamic lumped parameters modeling (Lobo et al., 2020).

METHODOLOGY

In this chapter, the bit-rock interaction model is proposed and discussed. Furthermore, it is considered the thermal
effects in the drill string dynamics, as a model of temperature dependence on bit-rock interaction forces. In the end, The
uncertainty quantification model is proposed.

Bit-rock interaction model

Axial-torsional coupled model from Detournay and Defourny (1992) describes torque on bit Tb and weight on bit Wb.
Although, for both efforts, the response tends to infinity for low angular speeds, which makes integration operations more
unstable. Therefore, a regularization function was proposed and implemented in Tb and Wb. The final bit-rock interaction
model is showed in Equations 4, 5 and 6.

Tbit =
1
2

a2ε
2π u̇(t)
nbθ̇(t)

Z2(θ̇bit)+
1
2

µγa2σ lZ(θ̇bit) (4)

Wbit = εaζ
2π u̇(t)
nbθ̇(t)

Z(θ̇bit)+σal (5)

Z(θ̇bit) =
θ̇bit√

θ̇ 2
bit + e2

(6)

The equations depends on angular speed θ̇(t), axial velocity u̇(t) and some bit and rock parameters. Z(θ̇bit) is the
proposed regularization function depending on the angular speed and on a regularization parameter e. The torque and
axial force behavior is shown in Figure 2
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(a) (b)

Figure 2: (a) Torque on bit response along angular speed with fixed rate of penetration and (b) weight on bit response
along angular speed with fixed rate of penetration.

Model Calibration

In order to implement the bit-rock interaction model, several parameters must be obtained. There are the bit and rock
parameters for the interaction model, the damping factor for the angular motion and the regularization parameter. Seven
parameters from bit-rock interaction model and the damping factor for the angular motion.

A residual term was proposed regarding the comparison between experimental data from Lobo et al. (2020) and the
computational model response. Therefore, angular speed, torque on bit and weight on bit were considered in the residual.
An optimization method was used to obtain the set of parameters that minimize the residual term, in which ψ̂ is the
optimal vector of parameters, as it is shown in Equation ??. The PSO parameters used were both population and sample
size equals to 50.

Thermal Influence

Recent researches brought up the relation between temperature of rock and cutting forces on drilling process. Liu
et al. (2021) got the variation of tangential and axial forces acting on the cutter along with different temperatures. It was
observed that both forces decrease above 200°C. Therefore, it was proposed an exponential approximation to the literature
data starting from 200°C, which is expressed in Equation 7. This equation has the parameters α and β , that had been
estimated by Nelder-Mead method to fit the data curve.

F = αe−βT (7)

Therefore, two factors were proposed to tangential and axial forces. These factors are equal to 1 at ambient tempera-
ture.

Uncertainty Quantification

The parameter ε was modeled as a Truncated Gaussian process, in order to represent the rock heterogeneity. Although,
in drilling operations sometimes the drill bit goes through different layers made of different types of rock. Therefore, ε
was modeled as a correlated random variable, to keep the variability around different regions for certain amounts of time.

An exponential the covariance function is considered. The standard deviation σ was defined as εmean/3.5 to keep the
variation between the range observed in the literature (Liu et al., 2014). The correlation factor L was defined as 0.5 to
keep the value for a reasonable amount of time in each region.

RESULTS

First of all, the model calibration results have shown a reasonable approximation to experimental data, also having a
similar behavior, as it is shown in Figure 3.
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(a) (b)

Figure 3: (a) Comparison between calibrated model and experimental data for (a) torque on bit and (b) weight on bit.

Hence, implementing the thermal effects on bit-rock interaction model, different temperature scenarios were com-
pared. An operational map varying the static weight on bit and top rotational speed with different temperatures have
shown the potential of rock high temperatures on the rate of penetration increase, shown in Figure 4.

(a) (b)

Figure 4: Operational map of rate of penetration varying with static weight on bit and top angular speed, for (a) tempera-
ture equals to 25°C and (b) equals to 800°C.

It is worth noting that it is possible to see high rate of penetration in this case, considering that another aspects like
drilling equipment and drill string mechanical limitations had not been analyzed in this work.

Then, the uncertainty was applied on the intrinsic specific energy of rock. It was noticed that the rate of penetration is
the most affected response regarding the ε variability. Figure 5 shows the envelope of ROP response, without temperature
effects.
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Figure 5: Rate of penetration response envelope with temperature equals to 25°C.

Finally, both thermal effects and uncertainty were considered together in order to visualize the ROP variation. Hence,
the average ROP was calculated with different temperatures, from 25°C to 800°C, considering the correlated random ε ,
as it is shown in Figure 6. It was observed a larger envelope on higher temperatures.

Figure 6: Average rate of penetration envelope varying with temperature.

CONCLUDING REMARKS

As conclusions we have: the model could approach experimental data with a reasonable accuracy; uncertainty on rock
type has a significant role on rate of penetration. thermal effects have a high potential to increase rate of penetration.
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Abstract: Smart materials present multiphysics couplings that confer remarkable properties related to adaptive 

behavior. These characteristics are motivating engineering applications in different fields of human knowledge, 

including oil & gas industry. Several alternatives have been investigated employing distinct smart materials, 

characterized by different couplings. In this regard, it should be pointed out shape memory alloys, piezoelectric and 

magnetostrictive materials. This paper presents a collection of results of smart drilling systems emphasizing shape 

memory alloy couplers to mitigate drilling vibration; and piezoelectric mechanical energy harvester. 

Keywords: Smart materials, shape memory alloys, piezoelectric, drilling, energy harvesting. 
 

INTRODUCTION 

Smart materials present multiphysics couplings connecting fields that usually are not connected. This includes the 

coupling between mechanical and non-mechanical fields that confers special kinds of behaviors. The multiphysics 

couplings confer adaptive characteristics that are induced by environmental changes. Smart materials can be considered 

a transdisciplinary subject since it involves at least two different physical domains. The classification and main definitions 

are related to the domains that are coupled and, in general, it is possible to consider physical domains as mechanical, 

magnetic, electrical, thermal, optical, and chemical. On this basis, several smart materials can be identified based on the 

coupled domains.  

Piezoelectric materials present electromechanical coupling, which means that an applied mechanical strain induces an 

electric potential, or vice-versa. Magnetostrictive materials present magnetomechanical coupling, and therefore, a 

magnetic field induces a mechanical strain. Shape memory alloys present a thermomechanical coupling associated with 

phase transformations that can be induced either by mechanical strain/stress or by temperature. This kind of material can 

recover its shape, or it can vary its properties due to temperature variations. Variations of these materials include shape 

memory polymers that increase even more their applicability. 

The choice of proper material for each application depends on many factors and two design drivers need to be 

highlighted (Lagoudas, 2008): the actuation energy density; and the actuation frequency of the material. Basically, this 

indicates that high frequencies are usually related to low forces, and vice-versa. 

This paper presents some ideas related to the use of smart materials in drilling systems. Shape memory alloys and 

piezoelectric materials are discussed showing potential applications. Shape memory alloys are employed to build couplers 

that can mitigate critical vibration situations. On the other hand, piezoelectric materials are employed in mechanical 

energy harvesters useful to provide energy in remote areas. 

SHAPE MEMORY ALLOYS 

Shape memory alloys (SMAs) present a thermomechanical coupling in such a way that they have the ability of recover 

a previous shape when subjected to a proper thermomechanical loading process. When there is a restriction to the shape 

recovery, these alloys promote high restitution forces. The remarkable properties of SMAs are associated with solid phase 

transformations responsible for different thermomechanical behaviors of these alloys. Basically, two different phases are 

possible in SMAs: austenite and martensite. Austenitic phase is stable at high temperatures and stress-free state presenting 

a single variant. On the other hand, martensitic phase is stable at low temperature in a stress-free state, being related to 

numerous variants. Phase transformation may be induced either by stress or by temperature. When the martensite is 

induced by temperature, it is called twinned martensite, which has 24 variants that represent subtypes with different 

crystallographic orientations. The martensitic formation induced by stress tends to change these 24 variants of twinned 

martensite into only one variant, aligned with the stress direction, which is called detwinned martensite. Therefore, besides 

phase transformation, reorientation is another driving behavior of SMAs. 

The macroscopic behavior of SMAs can be expressed by stress-strain-temperature (or force-displacement-temperature) 

curves. SMA thermomechanical behavior is complex being represented by different phenomena. Pseudoelasticity, shape 

memory effect, two-way shape memory effect, transformation induced plasticity are some examples of the 

thermomechanical behavior of SMAs. Typically, applications exploits both shape recovery, property changes due to phase 

transformations and hysteretic dissipation. 

The modeling of SMA thermomechanical behavior is the objective of numerous research efforts, being a complex 

subject due to the phenomena involved. It is essentially a multiscale effort, and the constitutive modeling is related to 
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phenomenological features. Paiva & Savi (2006), Lagoudas (2008) and Cissé et al. (2016) presented general overviews 

of the SMA constitutive modeling, discussing the main models available in the literature. In general, the constitutive 

models are developed within the framework of the continuum mechanics, with a formulation guided by the second law 

of thermodynamics. An interesting alternative to describe the SMA macroscopic behavior is a geometric-based approach 

known as Preisach model (Alvares et al., 2024).  

Among the available constitutive models there is one that is able to describe several SMA complex phenomena with 

flexibility. The constitutive model is developed within the framework of the generalized standard materials, being able to 

describe SMA behavior either in one-dimensional or three-dimensional media (Paiva et al., 2005; Oliveira et al., 2014; 

Oliveira et al., 2018; Dornelas et al., 2020, 2021). Among alternatives, it should be highlighted the model due to Lagoudas 

et al. (2012). 

SMA Couplers 

SMA high dissipative behavior due to hysteretic response can be exploited in drilling process in order to mitigate 

critical vibrations. Silva et al. (2021) proposed the use of SMA elements in drill-string couplers and the proof of concept 

of this idea can be shown by assuming a multi-degree of freedom torsional model using lumped parameters, described by 

the following equation,  

𝑀𝜙̈ + 𝐶𝜙̇ + 𝐾𝜙 = 𝑇𝑟 + 𝑇𝑏 + 𝑇𝑠 (1) 

where 𝑀 is the mass matrix; 𝐾 is the stiffness matrix; 𝐶 is the proportional damping matrix; 𝑇𝑟 is the rotary table torque 

vector; 𝑇𝑏 is the torque on bit vector; 𝑇𝑠 is the SMA coupler torque vector. 

The description of the SMA coupler torque needs to consider a proper constitutive equation. A phenomenological 

model proposed by Lagoudas et al. (2012) is employed considering modifications proposed by Enemark et al. (2016). By 

assuming that 𝜏 is the shear stress; 𝛾 is the shear strain; 𝛾𝑡 is the phase transformation shear strain; 𝛽 is the martensitic 

volume fraction, the following equations are written, 

 𝜏 = 𝐺𝑆(𝛾 − 𝛾𝑡) (2) 

 𝛾̇𝑡 = 𝛽̇𝛬 (3) 

where Λ is defined by employing hardening functions (Silva et al., 2021).  

The total torque is defined by analyzing the coupler behavior, a typical torsional element that can be described by 

integrating 𝑑𝐹, and using a proper SMA constitutive equation, 

 𝑇𝑆 = ∫ 𝑟 𝑑𝐹
𝑟0

𝑟𝑖
= 2 ∫ 𝐺𝑆(𝛾 − 𝛾𝑡) 𝜋 𝑟2 𝑑𝑟

𝑟0

𝑟𝑖
 (4) 

By assuming that phase transformation is homogeneous in a cross-section of the element, it is possible to write the torque 

as follows, 

 𝑇𝑆 =
𝐺𝑆𝐽𝑆

𝑟0
(𝛾∗ − 𝛾𝑡) (5) 

where 𝛾∗ is the strain at a representative radius. 

On this basis, the coupler hysteretic response tends to dissipate undesirable behaviors, promoting better conditions for 

the drill-string system. Figure 1 shows a comparison between the response of the drill-string system with SMA couplers 

and a reference response, without SMA, for different weight on bit values, 𝑊𝑏: 200, 275 and 350 kN. Note that hysteretic 

behavior tends to decrease vibration amplitudes, and this trend can be altered by either temperature or prestress. Therefore, 

it is possible to develop a proper design according to the operational conditions. 
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Figure 1 – Comparison between drill-string system with SMA couplers and a reference response, without SMA, 
for different weight on bit, 𝑾𝒃: 200, 275 and 350 kN. 

PIEZOELECTRIC MATERIALS 

Piezoelectric materials present electromechanical coupling and therefore, once an electrical field is applied, the 

material exhibits a mechanical deformation; on the other hand, when the material undergoes a mechanical load, an 

electrical potential is generated. This reciprocity enables this kind of material to be used either as sensors or actuators in 

smart structures. 

Mechanical energy harvesting is critical to address energy challenges and recently, the necessity to provide energy to 

portable electronic devices increases even more its importance. Cableless installations and the need to avoid battery 

replacements are critical especially on advanced scenarios that include Internet of Things (IoT), smart cities and oil & gas 

industry. In this regard, energy harvesting has an increasing importance with the idea to capture the ambient energy 

surrounding and convert it into usable electrical energy.  

The most common configuration of a mechanical energy harvester is a cantilever beam coupled to an electronic circuit 

by a piezoelectric element. This piezo-elastic device has a performance strictly related to the beam natural frequency, 

which means that it has satisfactory performance under resonant conditions. Since external sources are related to 

uncertainties, it is necessary to enhance energy harvesting capacity by different strategies.  

Besides the development of proper design configurations, nonlinearities are essential for the enhancement of energy 

harvesting capacity. Multistability is the essential point for this purpose, which can be achieved by impacts, buckling and 

magnetic interactions. Monostable, bistable, tetrastable, pentastable systems are possible to be imagined. Magnetic 

interactions are the most common strategy to reach the desired multistability. On this basis, bistable systems are usually 

represented by Duffing-type systems, with cubic nonlinearities, and other polynomial approximations can be used to 

higher order cases. The classical nonlinear energy harvesting device can be described by a Duffing oscillator with cubic 

nonlinearity. By assuming a one-degree of freedom mechanical system, represented by displacement u, the following 

electromechanical equation of motion is presented by assuming that v is the voltage, 

 𝑢̈ + 2𝜉𝑢̇ + 𝛼𝑢 + 𝛿𝑢3 − 𝜒𝑣 = 𝛾 sin(Ω𝑡) (1) 

 𝜅𝑢̇ + 𝑣̇ + 𝜑𝑣 = 0 (2) 

where 𝝃 is the dissipation, 𝜶 and 𝜹 characterize the Duffing-type restitution; 𝝌 is the electromechanical coupling; 𝝋 is 

an electrical property; and the external energy source is represented by a harmonic stimulus 𝜸 𝐬𝐢𝐧(𝛀𝒕). 

The development of novel nonlinear configurations is showing to be the solution for the design of enhanced energy 

harvesters. Costa & Savi (2024) proposed a novel nonlinear dual-beam structure with two sets of magnets and transducers 

(Figure 2). This design enables efficient utilization of unused space with unprecedented multistable characteristics, 

enhancing the overall functionality of this type of harvester (Costa et al., 2024). 

The model for the dual-beam device can be related to a two-degrees of freedom Duffing oscillator that presents rich 

multistable characteristics. A comparison with the classical energy harvester composed by a bistable beam shows that the 

dual-beam presents better overall performance. Figure 3 shows a comparison between both systems for different external 

stimulus parameters: amplitude, 𝛾 ; and frequency, Ω . The red color represents situations where the dual-beam 

performance exceeds the classical beam. It should be pointed out that the dual-beam better performance is the 

preponderant behavior, exceeding the classical devices except to the linear resonant condition. 
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Figure 2 – Classical energy harvester and the evolution of its design for a dual-beam. 

 

Figure 3 – Comparison of performance of the novel dual-beam design compared with the classical beam 

harvester: red means better performance of the dual-beam. 

CONCLUDING REMARKS 

This paper presents a general overview of smart systems and structures, especially with their application to oil & gas 

industry. A collection of results related to shape memory alloy and piezoelectric system are of special interest. SMA 

couplers for drilling system is discussed showing the idea to exploit hysteretic dissipation to mitigate vibration critical 

situations. Besides, piezoelectric mechanical energy harvesting is investigated, showing to be a feasible and interesting 

idea to provide energy in remote areas.  
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Closing Pandora’s Box: Characterizing and Mitigating High-
Frequency Torsional Oscillation  

Ashley Johnson1 and Dave Scott1  

1SLB Cambridge Research, High Cross, Madingley Rd., Cambridge, UK  

High-frequency torsional oscillation (HFTO) is one of the most damaging drilling dysfunctions encountered today. In 
the drilling assemblies we have seen torsional waves with amplitudes of 3,500 lbf·ft at frequencies in excess of 350 Hz. 
The resultant damage from this dysfunction includes cracked drill collars, broken mechanical components, shattered 
electronics, twisted off bits, and shorted batteries.   

We have developed experimental equipment to generate HFTO at a bit scale in laboratory testing. We show that the 
origin of the resonance is at the cutter rock contact and is driven by the elastic nature of the formation contact.  

We show that at low speeds below a threshold level, the resonance is stable and sustained, growing as amplitude 
grows with speed. Above this threshold, the oscillation is not sustained. It will be triggered, grow in amplitude in a few 
milliseconds, but then be mitigated as quickly. We see high-amplitude bursts that will last less than 40 ms.  

This new understanding can enable a step change in the mitigation of this most damaging dysfunction.   

 

Keywords: drilling, dysfunction, HFTO, bits 
 

INTRODUCTION 

HFTO is one of the most damaging drilling dysfunctions we encounter in regular operations. With fundamental 
frequencies up to 400 Hz and amplitude as large as the mean drilling torque, the impact of fatigue is considerable. 
Although HFTO was first reported by Pastusek et al. (2007), it was after 2015 in unconventional wells where the first 
torsional fatigue cracks appeared in collars. These failures were mitigated by using larger outside diameter (OD) collars, 
but we now see other vibration- and strain-driven failures.  

Attempts at mitigation using dampers or low friction contact points have been implemented, which bring some 
benefits but do not stop the problem.  

It has been considered that the HFTO is driven by the bit, so understanding the characteristic of the cutting structure 
could present an opportunity to eliminate this dysfunction entirely. 

We have developed a torsionally resonant system for our laboratory drilling machine to enable HFTO as required, 
which enables the direct comparison of different systems and separation of variables to make a scientific evaluation of 
the fundamental drivers behind HFTO.    

HFTO 

HFTO is a torsional oscillation of the lower bottomhole assembly (BHA). It is similar to stick-slip in that there are 
torsional standing waves along the drilling assembly; however, the fundamental frequency is in the range of 50 to 400 
Hz, so the wavelength is shorter, typically in the range of 20 to 150 ft (6 to 50 m). 

Using field data, Johnson et al. (2023) showed that the frequency was determined by the BHA. Notably, a node 
would be formed at the first torque discontinuity, either the high friction contact point or at the motor. Fig. 1 shows the 
frequency plotted against the distance from the bit for both rotary- and motor-driven assemblies together with the fit:  

  (1) 

where  is the distance to the first high-friction contact or the motor and  .  
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Fig. 1—Frequency of HFTO plotted against the length to the contact point or position of the node in the motor. Data are for 
runs in four geographical basins, motor-driven and nonmotor-driven assemblies and for 4.75-in. and 6.75-in. BHA sizes.  

 

For continuous systems in torsional vibration, Prentis (1980) showed the velocity could be calculated from 

  (2) 

where ρ and C are the density and modulus of rigidity of the collar material. Using this estimate and equation 1, we find 
k~0.7. The bit is neither a node (zero displacement) nor an antinode (zero torque variation). We can consider that the 
torque and displacement are coupled here. With this coupling, the bit is an ideal point to eliminate HFTO. 

Another characteristic previously noted is the impact of collar speed on this dysfunction. Johnson et al. (2023) also 
reported how HFTO would be energized and attenuated though the period of stick-slip (Fig. 2). As the collar speed 
increased the amplitude grew, but would then drop at the highest collar speed. Although this phenomenon has been 
noted by a number of authors there is no clear understanding of it. 
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Fig. 2—Collar RPM (top) and torsional acceleration (lower) for a 30-s period of stick-slip recorded with a memory tool while 
drilling with a rotary assembly.  
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LABORATORY SCALE TESTING HFTO  

 

It is evident that this dynamic is driven by the bit, but the actual triggers are not immediately clear. We launched a 
study to identify the fundamental driver of HFTO. As such, we needed to modify our large atmospheric drilling 
machine (LAM; Fig. 3) to generate HFTO, as well as make direct comparisons to non-HFTO conditions.  

Various approaches have been taken to generate HFTO in a laboratory setting. Notably, Kueck et al. (2023) used a 
long drill collar to allow for the torsional compliance needed to generate good HFTO characterization at the bit. 
However, this approach would not have provided the flexibility required to enable with/without conditions for the 
desired HFTO comparison. Alternatively, Tipples et al. (2021) used a stiffer system but looked for HFTO at a very low 
level. This condition is appropriate for linear dynamic systems, but we wanted a direct comparison to the field system 
with appropriate levels of perturbation.  

 

 

Fig. 3—LAM with the complaint HFTO-enabling shaft.  

Building a facility with a long collar would be difficult and would be impossible to enable and disable HFTO when 
needed, so we used an alternative approach. To generate a resonance, we implemented the torsional equivalent of a 

mass spring resonance system. In linear systems, resonance is known with a frequency , where  and  are 
the stiffness and mass, respectively. By taking the same approach in the torsional domain, we built a torsional spring 
(compliant shaft in Fig. 4) designed with the bit polar moment of inertia to resonate in the range of 200 to 350 Hz.  

In Fig. 4 we show the fast fourier transform (fft) of the measured drilling torque for two tests with the identical 
drilling conditions, bit, and rock except with a regular (conventional) collar and the compliant collar. The torsional 
resonance is evident in the window ~340 Hz for the compliant shaft system. With this we now have a system whereby 
we can energize HFTO as needed, and with the stiff shaft make a direct comparison to non resonance drilling.  

It is noteworthy that the resonance at 85 Hz is driven by vibration from the gearbox and is the same amplitude 
regardless of the shaft configuration. 
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Fig. 4—fft of the drilling torque drilling a Rocharon Limestone with the same bit and drilling parameters but with 
a conventional and the compliant shaft. The resonance at 340 Hz is HFTO energized by resonance in the bit. The 

85 Hz is caused by noise from the gearbox.  

DRIVERS FOR HFTO 

It had been postulated that HFTO was driven by drilling noise from the bit energizing a resonance in the mechanical 
drilling system. To test this hypothesis, we compare the amplitude of the HFTO drilling two different rocks (Lazonby, a 
4,500-psi sandstone and Rocharon, a 24,000-psi limestone) both with and without HFTO. If HFTO was driven by bit 
noise, we could expect the relative amplitude of the HFTO for the two rocks would be similar to the relative amplitude 
of the drilling noise without resonance.  

In Fig. 5 (left plot) we show the fft of the drilling torque for the two rocks. We see a similar amplitude for the 
perturbation at the 85-Hz gearbox resonance, but at the HFTO frequency it is almost an order of magnitude higher for 
the harder rock. However, for the test with the stiff shaft (right plot), the amplitude for the drilling noise is very similar 
over all frequencies.  

Therefore, we must reject the hypothesis that the HFTO is driven by broadband drilling noise and consider that it is 
caused by a resonance in the actual bit-rock interaction (the cutter-rock interaction).  

 

Fig. 5—fft of the drilling torque, with the compliant (HFTO) shaft and the stiff (non-HFTO) shaft on right drilling 
Rocharon Limestone (24,000 psi) and Lazonby Sandstone (4,500 psi) without HFTO drilling with the regular stiff 

shaft.  

COLLAR SPEED 

To characterize the impact of speed on the amplitude of the HFTO, we devised an experimental procedure to cycle 
the bit through a speed range. We accelerate the bit from stationary to 200 rpm, hold it, then drop it back to stationary. 
The period for this cycle is 6 seconds. We repeat this over several cycles. A dataset from one test is shown in Fig. 6. 
The speed is shown in the lower frame and is color coded. The HFTO amplitude is in the upper frame plotted against 
speed and color coded by the point in the speed cycle.  

As the collar speed increases the amplitude of the HFTO also goes up, almost linearly with the rotation rate. As it 
crosses an upper threshold, around 100 rpm for this system, the amplitude of the HFTO drops rapidly, then continues at 
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this lower level to the maximum speed. The impact of the drop in speed is an almost exact reversal of the speed increase. 
The level remains low but jumps to the higher level at the same upper threshold speed.  

In this plot we calculated the HFTO amplitude with an fft over a 0.1-second window. This is effective but will smear 
out events that occur more rapidly. In Fig. 7, we show a time series of the bit speed, the drilling torque, and the HFTO 
amplitude from an fft over 0.016 seconds. Here we see a 2-second interval with the bit accelerating from +20 rpm to 
200 rpm. We see the amplitude of the HFTO increase, then at around 100 rpm it stops. Subsequently, we see the HFTO 
in bursts rather than being steady at a lower level. At 125 seconds, for example, we see a single burst of HFTO with the 
amplitude increase by an order of magnitude, then drop as quickly. This entire process takes around 0.04 seconds. Over 
this period the bit rotated about 30° and the outer cutters moved about 40 mm.  

At lower speed, the HFTO is steady and the resonance continuous. At higher speeds, however, the HFTO is not 
sustainable. It is triggered and the amplitude grows very rapidly. However, it is also attenuated as quickly.  

There is some very significant complexity in the bit-cutter-rock interaction; understanding this will be key to 
characterizing the drivers behind HFTO.   

 

Fig. 6—HFTO amplitude plotted against collar speed for cycled speed test. Amplitude calculated from an fft with 
a window of 0.1 second.  

 

Fig. 7—Drilling torque time series together with HFTO amplitude from a 0.016-second window fft and 
instantaneous collar speed.  
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CONCLUSIONS 

HFTO is one of the more damaging dysfunctions we encounter in our regular drilling operations. Although there has 
been much analysis of the resultant mechanical damage as well as dynamics data, an understanding of the fundamental 
drivers has eluded the industry. Notably, the impact of collar speed, where HFTO is significant at moderate speeds but 
mitigated at both low and high rotation rates, has been identified but never explained.  

To characterize these drivers, we built a new HFTO experiment using the torsional mass spring resonance model. 
This has enabled a new level of testing where we can enable and disable HFTO as well as make precise experimental 
tests separating out the key drilling parameters.  

We have shown that HFTO is not driven by broadband drilling noise but rather resonance at the bit-cutter-rock 
contact.  

We have reproduced the speed effect in the laboratory environment. At low speeds, the amplitude of the HFTO will 
increase with rotation rate, the dysfunction increasing as energy is put into the system. Up to this threshold rate, the 
vibration is stable and sustained; higher than this rate, and the dysfunction becomes unstable. Bursts of HFTO will form 
and grow in amplitude very rapidly (milliseconds) but these will cease, as quickly. Typically, these bursts will be 
sustained for a few tens of degrees of rotation.  
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Dynamic data-driven application systems and drilling 
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Abstract: Dynamic data-driven application systems (DDDAS) is a data-driven paradigm through which 
experimentally measured data can be assimilated with simulation data to provide an accurate estimation of the system 
behavior. In this work, the authors demonstrate how this paradigm can be applied to study the dynamics of a drill 
string. 

Keywords: DDDAS, data assimilation, simulation data, experimental data, drilling 
 

INTRODUCTION 

DDDAS was introduced by Darema (2004) and now this data-driven paradigm occupies a certain niche in data-
driven approaches. It is especially useful when the ab initio (physics-based) modeling of a system is difficult to do or 
prohibitively expensive to solve. In the authors’ group, the DDDAS paradigm has used to study aeroelastic responses of 
an unmanned vehicle (Zhao et al., 2019, 2021) and robot leg interactions with granular media (Wang et al., 2024). In 
the present work, this approach is demonstrated in the context of drilling dynamics. 

METHODOLOGY 

The basic methodology, which has been used in the authors’ group to develop an input-output relationship, is 
illustrated in Figure 1.  In the context of drilling, the system design parameters can correspond to the drill-string 
geometry and the operational conditions such as the input drive speed at the top of a drill string.  The drill bit speed and 
weight on the drill bit could constitute the system behavior quantities of interest. 

 

 

  

Figure 1 – Assimilation of simulation and experimental data to develop an input-output relationship.  
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The DDDAS approach is based on an integration of dimension reduction (Sequentially Truncated Higher Order 
Singular Value Decomposition), surrogate modeling for interpolation (Gaussian Process), and data assimilation 
techniques (Reduced Order Particle Filter). This three-step approach has been used in the authors’ group for unmanned 
aerial vehicle (Zhao et al., 2019, 2021) and robotics applications (Wang et al., 2024). 

To generate the simulation data, the model used by Lobo et al. (2020) is used.  For experimental data, the simulation 
data with the addition of Gaussian noise is considered as synthetic data.  

CONCLUDING REMARKS 

The outcome of the DDDAS studies will be presented at the meeting and discussed along with the challenges 
encountered in using experimental data particular to a drilling experiment. 
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A Machine Learning approach to classify drilling operations data as
a support tool for detection of dynamic drilling dysfunctions

João V. B. dos Santos1, Leone B. Florindo1, Letı́cia T. Vechi1 and Gregory S. Payette2

1 Radix Engenharia e Desenvolvimento de Software. Rua do Passeio, 38 - torre 2, 14º andar - Centro, 20021-290, Rio
de Janeiro - RJ, Brasil
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Abstract: During the drilling of wells, surface sensors serve as essential tools for collecting valuable data pertaining
to the well construction process. However, the interpretation of this data presents significant challenges, owing to the
intricate and dynamic nature of the drilling processes. There are a multitude of operational steps involved in the drilling
process. Proper classification of these steps is essential for implementing automated control systems and to effectively
identify and mitigate dynamic dysfunctions such as stuck pipes, kicks, unexpected lithological transitions, severe me-
chanical vibrations, and bit wear. This research aims to design a specialized machine learning classifier with supervised
learning techniques to identify drilling operational procedures. Leveraging surface drilling data collected from eighteen
wells, the methodology involves data preprocessing, precise class definition, and detailed labeling procedures. Through
a rigorous training process that was arrived at via experimentation and refinement utilizing 5-fold cross-validation, the
study yielded a model of notable performance, achieving a high F1 score and accuracy rate. The developed classifier
has been instrumental in providing an effective means of processing data, enabling its use by downstream analyses and
physics-based algorithms. These algorithms generate indicators and early warnings of potentially hazardous events dur-
ing drilling operations. The significance of these findings extends beyond the statistical performance metrics presented
for the current research work and highlights the potential to apply similar machine learning-based methodologies within
the drilling industry to improve safety, streamline processes, and drive performance gains.

Keywords: Drilling, Operations in Drilling, Rig State, Machine Learning Classifier, Labeling

INTRODUCTION

The extraction of oil and gas relies on mechanical structures, such as drilling platforms and drillship, to access the deep
layers of the subsurface. Controlling complex and nonlinear drilling processes under continuously changing geological
conditions can meet the growing demands for efficiency and safety in automation systems. The surface sensors integrated
into drilling platforms provide valuable information about the ongoing process, but often the data collected during the
drilling process lacks an organized and easily interpretative structure. One of the major challenges of data analysis and
real-time implementation is that, during the drilling phase, a series of procedures are carried out, including tripping in
and out, reaming, rotary drilling, slide drilling, and various others. Properly classifying these operations is essential to
enabling the applicability of automatic control systems that use modern approaches such as Machine Learning (ML)
modeling.

The primary objective of this study is to develop a classifier for drilling operations using supervised ML techniques.
Subsequently, an empirical investigation was conducted to assess its efficacy in a case study aimed at refining the com-
putation of physics-based indicators, including Mechanical Specific Energy (MSE), with the main objective of enabling
early-signs detection of hazardous events during drilling operations. For this purpose, data from common surface sensors,
including Weight on Bit (WOB), Hook Load (HL), and Revolutions Per Minute (RPM), were utilized. Given the super-
vised learning approach, various methods for labeling data within predefined operation classes were explored to train the
model.

Considering the time-series nature of drilling data, different moving window sizes were evaluated alongside Feature
Selection, Hyperparameter Tuning, and Cross-Validation Techniques to optimize the model based on F1-Score and Ac-
curacy metrics. The resulting classification model accurately identifies each step of the drilling process using surface
sensor data, offering valuable insights for drilling optimization and the development of physics-based and AI models.
This precise operations classification is crucial for understanding event sequences and identifying issues during specific
operations, underscoring its importance for diverse research applications.

METHODOLOGY AND DEVELOPMENT

In this study, our focus was on developing a classifier for drilling operations that can be used to identify anomalous
drilling behavior and operational issues. The intent behind this work is to enable enhanced operational efficiencies by
accurately identifying and leveraging operational states. The resulting classifier is envisioned to serve as a valuable tool
for future data-driven analyses and workflows that require precise identification of drilling operations. Our methodology
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follows a systematic approach outlined in the accompanying flowchart (see Figure 1), comprising the following key stages:
Data Acquisition, Preprocessing, Modeling, Optimization, and Implementation.

Figure 1 – Overall flowchart from classifier solution.

Data Acquisition

The primary data used for the current modeling effort consists of time-series sensor data pertaining to drilling activies
for 18 historical unconventional wells. Our dataset includes data for the entire operational duration of each of these wells
(i.e., includes data from surface hole spudding to reaching total depth of the production hole section). Primarily, the raw
data consists of measurements from surface sensors obtained through the Wellsite Information Transfer Standard Markup
Language (WITSML). The complete list of extracted variables is available in Table 1. All data points are recorded at a
frequency of one second, providing a high-resolution temporal view of drilling operations.

Table 1 – Variables received for model development

Variable Unit Variable Unit Variable Unit
Azimuth (AZ) dega Hole Depth (DEPT) ft Differential Pressure (DIFP) psi
Convertible Torque (CTOR) kft.lbf Hook Load (HL) klbf Inclination (INCL) dega
Flow (FLOW) % Rotary Speed (RPM) rpm Weight on Bit (WOB) klbf
Rate of Penetration (ROP) ft/h Standpipe Pressure (SPP) psi Total Pump Output (TPO) USGal/min
Bit Depth (BDEP) ft Block Height (BHT) ft

Preprocessing

The preprocessing stage plays a pivotal role in this study as it involves preparing the data for model development.
Initially, the available data undergoes a comprehensive quality assessment, addressing issues such as missing or null
values, data freezing, frequency evaluation, and outlier removal. Additionally, insights from tabulated data highlighting
operational problems aid in data refinement.

Following the initial data quality assessment, the focus shifts to data preparation for modeling, encompassing feature
extraction and labeling. With data sampled at one-second intervals, fluctuations challenge classification tasks. To mitigate
this, a moving window is applied as a noise reduction filter, enhancing temporal data dependency and classification
accuracy, as recommended by Ben et al. (2019) and Tripathi et al. (2021). The moving window technique, coupled
with various statistical calculations such as mean, median, standard deviation, and interquartile range (IQR), constitutes a
crucial point for feature extraction (Yin et al., 2020; Bilal et al., 2011). An important consideration in implementing this
technique is the selection of the window size, a parameter that requires iterative optimization. The iterative nature of this
process underscores the need for a comprehensive and iterative solution to achieve optimal results (Yin et al., 2018). The
dataset was refined and prepared for subsequent modeling stages by integrating these preprocessing techniques.

As the classifier is based on a supervised learning method, we need to have the data labeled. This data absence
is common in such scenarios, prompting researchers to devise solutions. One pragmatic yet time-intensive approach
involves formulating a business rule to label the data corresponding to specific operations. In this regard, identifying key
operations pertinent to the problem at hand and assessing variable behavior and correlations with the listed operations
becomes crucial (Coley, 2019). For the current study, the data classification was based on common drilling operations.
Leveraging the physical understanding of each operation enabled the development of a labeling rule as described in
Table 2 (Coley, 2019; Curina et al., 2021).

Despite the efforts, occasional misclassifications were observed, prompting the need for a filter to correct short clas-
sifications in the output function. Additionally, manual adjustments were necessary to enhance classifier performance,
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Table 2 – Business rules for labeling the data

In Slips Rotary Drilling Slide Drilling Static Rotation Trip In Trip Out Ream Down Backream Circulate
HL ↓ - - - - - - - - -

BDEP - ↑ ↑ - - ↑ ↓ ↑ ↓ -
DEPT - ↑ ↑ - - - - - - -

DEPT - BDEP >0 0 0 >0 >0 >0 >0 >0 >0 ≥ 0
RPM 0 >0 0 0 >0 0 0 >0 >0 -
ROP 0 >0 >0 0 0 0 0 0 0 0
TPO - >0 >0 0 0 - - >0 >0 >0

including the creation of a ”No Monitoring” class representing periods with no operations, crafted entirely through man-
ual intervention.

These corrections underscore the limitations of relying solely on a classification rule, as it may not adequately capture
data variability. Hence, utilizing a supervised learning model proves more effective in classifying operations accurately.
This intricate and exhaustive process involved numerous stages and validations, culminating in the beginning of the
classifier modeling process.

Modeling

For the baseline model, the Random Forest algorithm, acclaimed by Coley (2019) for its superior performance, was
employed. Following Coley’s recommendations, the variables exhibiting the highest correlation with the problem at hand
are identified, along with, insights from Curina et al. (2021), and Yin et al. (2018) that suggest the significance of other
variables in describing relevant information, we arrive at the input variables for the baseline model (Table 3).

Table 3 – First set of input variables

Inputs
BHT Median HL Median ROP Median RPM Median CTOR Median
SPP Median WOB Median TPO Median DEPT - BDEP BDEP Derivative

Notably, the median of variables is chosen due to its lower noise and fluctuations, ensuring a more stable input. One
of the variables to be used is the difference between the well depth and the drill bit depth, as well as the first derivative
of the drill bit position. With the primary definitions nearing completion, the next step is to divide the data into training
(80% of data) and testing (20% of data) sets that best suit the classifier.

Although the Random Forest algorithm was initially selected as the baseline model, we seek to evaluate the perfor-
mance of other models. In our analyses, we compared the performance of Random Forest (RF), Extreme Gradient Boost
(XGB), Multi-Layer Perceptron (MLP), and Naive Bayes (NB) algorithms. Those models with diverse principles and
default parameters were assessed to provide a comprehensive comparison. Ultimately, the objective is to identify a high-
performing model that seamlessly meets the required demands. This process is iterative, and iterations will continue until
an optimized result is achieved.

Validation of all models was conducted using accuracy and F1 score metrics. Additionally, the selection of the al-
gorithm will take into account an evaluation of the generated file size, which is essential for dashboard implementation,
ensuring seamless allocation and application.

Optimization

The primary objective of optimization is to define the key parameters of the modeling process and thereby achieve
an optimized classifier. Initially, we focus on determining the optimal size of the sliding window. Based on empirical
evaluations, we begin with a window size of 10 points, but through iterative analyses, we refine this parameter to find the
ideal window size. This evaluation relies heavily on classifier metrics, weighing accuracy against execution time.

The other two techniques employed in this phase are commonly utilized in machine learning model development.
Firstly, feature selection, while not extensively explored in this study, plays a vital role in identifying the optimal set of
input variables for a model. In this work, we prioritize leveraging recommendations from existing literature to guide our
feature selection process. Additionally, hyperparameter tuning involves searching for combinations of parameters within
the chosen algorithm to enhance the final classifier’s performance. Once the best-performing algorithm is selected, a
systematic exploration of its parameter space will be conducted to maximize classification performance.

Implementation

In the implementation phase, the primary focus is on developing a centralized hub to integrate and unify solutions that
utilize the classification model for drilling operations. The output of the model is critical for conducting further analyses
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of common issues in the drilling process. By automating this evaluation, we aim to create a system that assists in the study
of anomalies related to drilling operations. For this paper, we conducted an evaluation of the classifier for calculating the
Mechanical Specific Energy (MSE), following the formulation suggested by Dupriest et al. (2023).

To facilitate this, a dashboard will be developed to present key information to operators and stakeholders. This dash-
board will provide real-time insights and facilitate informed decision-making by showcasing vital data points and trends
identified by the classifier. The classification of operations is essential before any subsequent analysis, ensuring that the
data is accurately segmented and that the insights derived are relevant and actionable. By implementing this centralized
system, we will enhance the overall efficiency and reliability of the drilling process, providing a robust tool for monitoring,
analysis, and continuous improvement in operational performance.

RESULTS AND DISCUSSION

Based on the preliminary choices for initiating the modeling process, we proceeded with a cross-validation analysis
among the wells to determine the optimal training and testing sets, adhering to the 80-20 split. Our initial assumptions
included the use of the Random Forest algorithm with default parameters, a sliding window size of 10 points, and the
input variables listed in Table 3.

Following these parameters, we conducted a 5-fold cross-validation, ensuring that each well was included in the
validation set at least once. This approach yielded an average accuracy of 90.16% ± 3.5% and an F1 score of 0.83 ± 0.048.
These results indicate a slight instability in the model’s performance depending on the specific wells used for training and
testing, but overall, the model demonstrates good performance for a baseline. From this analysis, we determined the
optimal data distribution, achieving the best results with an accuracy of 94.32% and an F1 score of 0.905, using wells 1,
3, 4, 6, 7, 9, 10, 12, 14, 16, and 18 for training and 8, 11, and 15 for validation.

As presented earlier, our initial analyses utilized the Random Forest algorithm, based on its proven effectiveness in
the literature. However, given the unique challenges posed by unconventional wells, it was imperative to ensure that we
were employing the most efficient model. To this end, we conducted comprehensive comparisons among algorithms with
different operational principles. We focused our analysis on several key metrics: Accuracy (acc), F1 score, processing
time, and the size of the generated file. The file size, in particular, is a critical parameter as it facilitates smoother
implementation in production environments alongside the dashboard.

The results of these comparisons, detailed in Table 4, reveal notable insights. For instance, the MLP model utilized
the StandardScaler during the analysis. Among the evaluated models, the RF, XGB, and MLP algorithms demonstrated
similar performance metrics. However, the RF model produced a significantly larger file compared to the other two,
leading to its exclusion from further consideration.

Table 4 – Metrics for different classification algorithms

F1 Score F1 Avg Acc Time
[min]Backream Circulate In Slips Ream Down Rotary Drilling Rotation Slide Drilling Static Trip In Trip Out

RF 0.801 0.922 0.976 0.909 0.972 0.879 0.966 0.898 0.837 0.889 0.905 94.31% 89.35
NB 0.268 0.421 0.044 0.628 0.954 0.275 0.932 0.287 0.031 0.087 0.393 55.43% 0.58

XGB 0.823 0.930 0.976 0.926 0.9682 0.842 0.951 0.898 0.858 0.894 0.907 94.36% 12.31
MLP 0.742 0.893 0.959 0.903 0.962 0.729 0.935 0.869 0.777 0.878 0.865 92.03% 117.95

When we examined the XGB and MLP models, we found that their primary differences lay in their individual per-
formance in classifying specific operations. For our final application, it is crucial to achieve robust performance in the
classification of drilling and in slips operations. Consequently, we determined that the XGB model would be the most
suitable for further analysis. Tree-based models like XGB offer the additional advantage of being less susceptible to
overfitting, which further supports our choice.

Following the initial results, we proceeded with the analysis to determine the optimal window size for the final model.
This analysis utilized XGBoost with default parameters and the dataset defined during cross-validation. We evaluated
window sizes of 5, 10, 20, 30, 40, 50 and 60 points to assess the model’s accuracy and execution time. The findings of
this analysis are depicted in Figure 2. After analyzing the results, it becomes evident that a window size of 30 points is
optimal. This window size strikes a balance between high performance and low processing time, ensuring efficient and
accurate monitoring of drilling operations.

With the window size defined, we set out to evaluate the impact of the corrections made on the output of the developed
rule-based classification. Despite thorough efforts to physically describe each operation, the rule-based method still
showed classification errors, because of that, we transitioned to a machine learning model. Manual corrections and
filtering were applied to the rule-based classifier’s outputs, correcting approximately 3% of the data.

This highlights the discrepancies and improvements made by the manual corrections and filtering process. Although
the rule-based classifier benefited from these adjustments, some errors still necessitate further refinement to reduce the
need for manual intervention. We anticipate that the classifier’s performance will improve with continued development.
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Figure 2 – Variation of Accuracy and F1 Score using different window sizes

To enhance the model’s performance, the hyperparameters of the chosen algorithm were tuned. During this stage of
parameter evaluations, we conducted random assessments within a defined workspace, based on empirical knowledge.
Based on our extensive analyses and evaluations, we have established the final model metrics, as in Table 5, by changing
the parameters n estimators and learning rate to 25 and 0.2, respectively.

Table 5 – Machine Learning Classifier Model Result

F1 Score F1 Avg AccBackream Circulate In Slips Ream Down Rotary Drilling Rotation Slide Drilling Static Trip In Trip Out
0.881 0.935 0.986 0.948 0.991 0.914 0.983 0.943 0.877 0.901 0.936 96.35%

Upon identifying the final model, we conducted a performance evaluation to ensure its effectiveness in the desired
drilling scenarios. It is crucial to note that relying solely on the developed business rule for classification, instead of the
machine learning model, was impractical. The business rule, as depicted in Figure 3, exhibits susceptibility to classifica-
tion errors, necessitating corrections before it can be used to train ML models.

Figure 3 – Comparison between the rule and the classifier

The primary issue, highlighted in Figure 3, is the misclassification of Slide Drilling as Rotary Drilling. These small
yet significant errors justify the necessity of the ML classifier, which correctly identifies operations as expected. Such
inaccuracies in the business rule can escalate and impact other problem-solving solutions that depend on accurate clas-
sification. For instance, when identifying lithology, the calculation of Mechanical Specific Energy (MSE) is often used.
Misclassifications can lead to errors in MSE calculations, as shown in Figure 4. Therefore, having the most accurate
classification results is imperative to avoid misinterpretations.

Ensuring the accuracy of training data is crucial for developing effective supervised learning classification models.
Heuristic rules, while useful for initial classifications, can lead to significant errors due to unexpected data variations
or inherent issues. Training models on manually corrected data prevents these errors, allowing the model to learn from
reliable examples. Unlike rigid rule-based systems, machine learning models, such as decision trees, develop their own
structured rules from the input data. This dynamic learning allows the model to handle small data variations more effec-
tively, leading to better performance. By learning and adapting to data behaviors, machine learning models offer superior
robustness and reliability, making them valuable for complex classification tasks.

Moreover, this example underscores the broader utility of the drilling operations classifier. Accurate operation iden-
tification is fundamental, not only for immediate application but also for ensuring the reliability of subsequent analyses
and decisions based on this data.
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Figure 4 – Comparison between the MSE output with the classifier rule and model

CONCLUDING REMARKS

After the experiments, the developed model achieved preliminary results of a 0.936 F1 score and 96.35% accuracy,
values considered relevant for solving the prediction problem of various drilling operations. In our case study, we were
able to employ the results from the developed operations classifier to improve the computation of physics-based quantities
such as Mechanical Specific Energy. This is pertinent because robust operational classification is foundational to the
implementation of similar analysis methodologies that might seek to differentiate between normal drilling conditions and
hazardous events.

As we look to the future, we plan to further optimize the current model by conducting a more comprehensive feature
selection process, as well as new rounds of hyperparameter tuning and sliding window size evaluations. We also plan to
investigate to what extent the model generalizes to datasets that are fundamentally different from the one considered in
this investigation. In the current study we have applied the methodology to the analysis 18 unconventional wells that share
a number of common features. Additional investigations into usability and generalizability are warranted to determine to
what extent additional model training is warranted when well programs change.

The results presented in this study demonstrate promise for the application of supervised ML techniques to the analysis
and interpretation of drilling data. However, as emphasized in this study, the construction of effective ML models is
possible when model building is underpinned by robust preliminary data processing routines that include preprocessing,
data integration, class definition, and precise labeling.
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Abstract: Two open-source drillstring models were evaluated on a series of test cases. The first is the distributed,
torsional model of Aarsnes and Shor. The second is the lumped-mass, coupled axial-torsional model of Dixit, et al. These
models were compared using specially developed test cases that varied in complexity, aiding in debugging differences
in the results. Although the models’ mathematical derivations were very different, the results showed strong alignment
in predicting stick-slip behavior and frequency. In cases of slight variation, access to multiple models and source
code allowed a means to locate the origins of the discrepancies. The project served as a pilot study for using open-
source software in drilling dynamics, demonstrating its advantages for model improvement, debugging, and accelerated
learning.

Keywords: Drill string models, Torsional dynamics, Open-source, Model comparison, Test cases

INTRODUCTION

The field of drilling operations has seen significant advancements over the decades, driven by the increasing complex-
ity of drilling environments and the evolving need for more sophisticated simulation models. The foundational work by
Bailey and Finnie (1960) set a new ground in understanding the interactions between drill bits and rock, setting the stage
for subsequent studies on drillstring dynamics and operational efficiencies.

Building upon early insights, Dareing and Livesay (1968) explored the dynamic effects of drillstrings under load,
providing essential knowledge on the mechanical behaviors that affect drilling performance. The phenomenological
models developed by Detournay and Defourny (1992) offered a deeper understanding of the drilling mechanisms of drag
bits, enhancing the predictability of drilling outcomes under varied geological conditions.

In response to operational challenges, researchers like Kalsi et al. (1987) utilized Finite Element Methods to analyze
the transient dynamics of drillstrings, particularly under jarring operations, shedding light on the critical responses of drill
systems to sudden operational changes. Also, there were significant contributions from Elliott and Hutchinson (2015),
who examined the role of control systems in managing torsional vibrations, thereby improving the operational stability
and efficiency of drilling systems.

The integration of computational technologies into drilling operations was marked by significant advancements in the
2000s. Kamel and Yigit (2014) discussed the impact of real-time data acquisition on drilling decisions, highlighting the
growing importance of data-driven strategies in managing complex drilling operations. Parallel to this, Butlin and Langley
(2015) and Cayeux et al. (2020) developed advanced models that simulated drillstring behaviors in highly deviated wells,
addressing the challenges posed by extended-reach drilling.

The dynamic nature of drillstrings, particularly during tripping operations, was further explored by Miska et al. (2015),
who introduced an improved soft string model that incorporated the actual motion of the drillstring, enhancing the ac-
curacy of force predictions and operational strategies. This line of research was complemented by Liu and Gao (2017),
who focused on the interactions between drillstrings and geological formations, aiming to optimize drillstring designs to
mitigate stick-slip oscillations effectively.

Recent comparative studies, such as those by Mirhaj and Aadnoy (2016), have underscored the importance of choosing
between soft-string and stiff-string torque and drag models based on specific operational contexts, particularly for wells
with complex trajectories. This highlights the ongoing need to refine modeling techniques to better reflect the actual
conditions encountered during drilling.

The industry has seen 60 years of model development. The modern era of drilling dynamics modeling began in the
early 90’s with the development of several models (Jansen (1993), Heisig (1993), Ma et al. (1995), Langeveld (1992),
Hanson and Hansen (1995)), some of which led directly or indirectly to commercialized models that are still in use. These
models have seen over 30 years of development. While they have demonstrated their value, they have yet to reach the
accuracy of methods such as finite element analysis, computational fluid dynamics, and molecular dynamics used in other
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Figure 1: A summary of key points of the two models that were compared.

industries. Several issues hinder the accuracy of drilling dynamics models, with one significant factor being the approach
used in their development. Early FEA models such as NASTRAN from NASA and Structural Analysis Program from
Berkeley were made widely available. Additionally, the mathematical foundations of these models are published. In
contrast, the petroleum industry is fragmented into individual entities that have each re-implemented the models and little
is published on the inner workings of the models.

In recent years, a movement has begun to be more transparent in the development of models (Pastusek et al. (2019)).
This effort has been organized into the Open-Source Drilling Community (OSDC). A primary motivation for the current
work was to serve as a pilot project utilizing open-source models in a collaborative environment. The project’s objectives
were to review the existing open-source models, establish test cases for comparing drillstring models, document the
procedures and findings, and evaluate the models to assess their features and performance.

MODELS

A review of drilling dynamics models available through the OSDC led to the selection of two models for further
comparison. These are the Aarsnes-Shor (A-S) torsional dynamics model (Aarsnes and Shor (2017)) and the Dixit coupled
axial-torsional model (Dixit et al. (2021)).1 Each model is described below and a comparison is provided in Figure 1.
Key assumptions of both models are the following:

• A soft string model (lateral bending moments and displacement are ignored, entire string in contact with the borehole)
• The bit-rock interaction is simplified
• Viscous damping is included
• Cuttings must be manually accounted for as additional uniform friction along the borehole
• Cased and open hole sections have the same friction factor

Aarsnes and Shor Model

Aarsnes and Shor developed a distributed model for torsional dynamics of drillstrings. The derivation and solution
approach involved solving the governing equations for angular velocity and torque using the finite difference method
(Figure 2). The drillstring and borehole friction is a Coulomb model that allows for a non-zero critical velocity for
transitioning between static and dynamic friction.

It can be used for both vertical and inclined wells and can incorporate BHA components. The model assumes the bit
is off-bottom, therefore, the bit-rock interaction is not considered. However, an input to the model allows for a torque to
be applied at the end of the drillstring. Tool joint effects are not directly included and must be accounted for manually.

Dixit Model

The Dixit model is a lumped mass and spring system for axial-torsional dynamics of drillstrings. The approach
was to discretize the string, write the resulting system of equations, and solve the governing equations using a Runge-
Kutta-Fehlberg method. The drillstring and borehole friction is a Stribeck type friction model (Cayeux et al. (2020)) and
buoyancy effects of the drilling fluid are included. The axial and torsional degrees of freedom are coupled through the
friction terms. There is no coupling from material properties or inertia terms.

It is designed to simulate the dynamics of a drillstring under various drilling and tripping conditions for both vertical
and inclined wells. The bit-rock interaction model is based on depth-of-cut and calculated by tracking the bit-depth

1For purposes of discussion, we will define drillstring model (or simply model) to mean the entire simulation software. A drillstring model can
contain other sub-models such as a top drive model, drillstring-borehole friction model (or simply friction model), a bit model, et cetera. Sub-models
will always be referred to by a specific name.
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Figure 2: Schematic of the Aarsnes-Shor model. Figure 3: Schematic of the Dixit model.

Table 1: Scenarios of the defined test cases. FF stands for friction factor (the coefficient of friction).

Test Case Well Type Static Dynamic Viscous BHA On
FF FF Damping Bottom

Test case 1 Vertical 0 0 0 N N
Test case 2a Deviated (60°) 0.5 0.5 0 N N
Test case 2b Deviated (60°) 0.5 0.25 0 N N
Test case 3 Vertical 0 0 0 Y N
Test case 4a Deviated (60°) 0.5 0.5 0 Y N
Test case 4b Deviated (60°) 0.5 0.25 0 Y N

relative to hole-depth. Tool joints effects can be included by providing the information as input.

TEST CASES

To compare the models, a series of test cases were developed. These cases were specially designed for model com-
parison; they incrementally increase in complexity to isolate different parameters and allow debugging of observed differ-
ences. Test case 1 is the simplest and removes the effects of BHA components (mass, stiffness changes), friction factors,
and bit-rock interaction. It is simple enough to be checked analytically. This allows for a baseline check of the models and
debugging of the input. The other test cases are designed to incrementally add in new features. By doing so, differences
can be attributed to a single source. The viscous damping is neglected for the simplicity of the tests in this study and
should be examined in future studies. The tests were conducted by assuming the top drive velocity is increased from an
initial 0 RPM to 40 RPM at 1 second. The velocity is maintained for the remainder of the simulation. A top drive control
algorithm (e.g. “soft torque”) was not used.

In total, six test cases are presented. Test cases 1 and 3 encompass scenarios involving vertical wells, with the distinc-
tion being the presence or absence of BHA components. Similarly, test cases 2 and 4 are deviated well scenarios with a
60° inclination angle. Test cases 2 and 4 differ by the presence or absence of BHA components. In addition, to analyze
the effect of frictional factors, test cases 2 and 4 are further divided into a and b subcases (2a, 2b, 4a, 4b). All the current
test cases are for off-bottom scenarios. Table 1 summarizes the scenarios for each test case. Table 2 summarizes the
parameters and BHAs used for the test cases.

RESULTS AND FINDINGS

In the comparison of torsional vibration between the A-S and Dixit models, both models demonstrated a remarkable
correlation. The frequency analysis, as detailed in Table 3, shows minimal discrepancies in their results, with percentage
differences mainly within the 3% to 4% range across various test cases. The responses of the bit velocity, as seen in
Figure 4a, both show stick-slip at a large scale. When the slip phase is examined in detail, as seen in Figure 5a, a
secondary vibration frequency is seen. This highlights the precision of both models in capturing the critical dynamics of
torsional modes under simulated conditions.

Close examination of the results revealed some differences between the models. The frequency differences were small
but accumulated over time (see Figure 4a). When the stick phase of the models was compared (Figure 5b) differences
in bit velocity was observed. The Dixit model exhibited movement of the bit whereas the A-S model did not. These
variations prompted a revision of the A-S model to incorporate the Stribeck friction model used by the Dixit model.
Doing so provided a means to investigate the sources of differences.

When the two versions of the A-S model, one with Coulomb friction and one with Stribeck friction, were compared
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Table 2: Input parameters for the test cases.

Parameter Value Value Description Note
(imperial units) (metric units)

ρ 490.6 lb/ f t3 7850 kg/m3 Drill pipe density
GDP 1.67·109 lb f/ f t2 7.99·1010 Pa Shear modulus

ODDP 5.88 in 0.15 m Drill pipe outer diameter
IDDP 5.00 in 0.127 m Drill pipe inner diameter

ODHWDP 4.50 in 0.1143 m HWDP outer diameter Only test cases with BHA
IDHWDP 2.50 in 0.0635 m HWDP inner diameter Only test cases with BHA
LHWDP 60 f t 18.30 m Length of HWDP Only test cases with BHA
ODDC 6.00 in 0.1524 m Drill collars outer diameter Only test cases with BHA
IDDC 2.00 in 0.0508 m Drill collars inner diameter Only test cases with BHA
LDC 270 f t 82.30 m Length of drill collars Only test cases with BHA
wc 10 RPM 10 RPM Friction critical velocity
θ 60◦ 60◦ Inclination Deviated test cases only

KOP 4921.3 f t 1500 m Kick off point Deviated test cases only
EOB 6889.8 f t 2100 m End of bend Deviated test cases only

BDvertical 5905.5 f t 1800 m Bit depth Vertical test cases only
BDdeviated 8202.1 f t 2500 m Bit depth Deviated test cases only

Table 3: Comparison of model results. Despite very different derivations, the models demonstrate very similar results with
torsional vibration frequency differences of four percent or less. The bit velocities are largely within a few percent. In test
case 4b the maximum bit velocity was significantly different, but this was during the initial slip phase and the response
difference was damped out over time. Simulation times were measured on a computer with Intel® Core™ i7-8650U CPU
and 16GB RAM.

Torsional Freq (Hz) Maximum Bit Vel (RPM) Simulation Time (s)

Test Case A-S Dixit % Diff A-S Dixit % Diff A-S Dixit % Diff
1 0.44 0.43 3.0 79 81 2.5 36 106 98.6
2a 0.28 0.27 4.0 78 79 1.3 25 117 129.6
2b 0.28 0.27 4.0 106 115 8.1 25 116 129.0
3 0.42 0.41 2.9 80 81 1.2 36 104 97.1
4a 0.27 0.26 3.0 78 79 1.3 32 231 151.3
4b 0.27 0.26 3.0 116 96 18.9 32 231 151.3

(a) The original A-S with Coulomb friction is compared
to the Dixit model. While the difference in the stick-slip
frequency is small, it accumulates over several cycles and
results in the signals being out of phase.

(b) The A-S model was modified to use Stribeck fric-
tion and compared to the original A-S model that uses
Coulomb friction. The phase drift was much smaller.

Figure 4: Phase drift comparison between Dixit and A-S models. The results are from test case 2B. By comparing multiple
models and using different friction models, it can be shown that the friction model does not contribute significantly to
differences in the torsional frequency. Other factors of the model formulation contribute to the majority of the stick-slip
frequency variations.
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(a) Slip phase comparison of the A-
S model with Coulomb friction and
Dixit model.

(b) Stick phase comparison of the A-S
model with Coulomb friction and the
Dixit model.

(c) Stick phase comparison of the A-
S model with Stribeck friction model
and the Dixit model.

Figure 5: Comparison between the Dixit and the A-S models in the slip and stick phases (test case 2B). In (a) it is seen
that while the Dixit models exhibits more noise in the slip phase, both model capture similar behavior such as a secondary
vibration frequency. In (b) it is seen that when Coulomb friction is used in the A-S model, the bit rotary speed is zero in
the stick phase. When Stribeck friction is used in the A-S model, as shown in (c), the bit shows small vibrations in the
stick phase. These movements resemble the ones in the Dixit model, which also uses Stribeck friction.

(Figure 4b) it was found that the phase drift was nearly eliminated.2 By comparing this result to Figure 4a it can be
concluded that the friction model is an insignificant source of stick-slip frequency variation. Other factors of the model
such as the equation derivation, discretization, and computational methodologies play a more important role.

When the modified A-S model (the version using Stribeck friction) was examined (Figure 5c) it was found to demon-
strate similar bit movement as the Dixit model in the stick phase. This alignment demonstrates that the previous lack of
bit movement in the A-S model during the stick phase (Figure 5b) was primarily due to its friction model assumptions
rather than other factors.

For future studies, it would be beneficial to further explore these differences. Detailed sensitivity analyses could help
isolate the impact of each model parameter, changes in the BHA, and on-bottom vs. off-bottom on the observed behaviors.
Such analyses would enhance the robustness and reliability of predictive models used in drilling. Understanding these
differences is crucial, as they could impact the predictive accuracy and operational reliability of the models in real-world
drilling scenarios.

Discussion

Although the two models were derived and formulated using completely different methods, they produced remarkably
similar results. This verification provides users with confidence in the accuracy of the models.

Each model demonstrated unique strengths and weaknesses. The A-S model had shorter run times (see Table 3),
whereas the Dixit model was more generalized. The Dixit model can accommodate an arbitrary number of BHA com-
ponents added and accounts for tool joints. In contrast, the current incarnation of the A-S model requires manually
accounting for the tool joints and averaging the properties (e.g. moment of inertia) of the BHA components. However,
inspection by the authors suggests these differences could be reduced; it seems probable that the computational efficiency
of the Dixit model could be improved and the A-S model could be generalized.

CONCLUDING REMARKS

Perspective

Drilling dynamics models have proved to be useful tools in prewell design and postwell analysis. However, there
remain a number of issues. Progress towards improvements of predictive ability has been slow and there is conflicting
information in the literature. While many entities desire to have the models, building them is a difficult and resource
intensive proposition. Understanding and proper use of the models also requires specialized knowledge and training.
Currently, the models provide good qualitative results, but accurate quantitative results require some form of calibration
to data.

The industry is changing. Automation efforts are underway in earnest. New opportunities such as geothermal are price
sensitive and require de-risking of wells. To achieve these goals, better models will be required. Moreover, the rate of
enhancement will need to be increased to meet the expected timelines associated with the industry’s objectives.

To speed development, it is proposed that the methods used to create, improve, and use the models need to change.

2This indicates the stick-slip frequencies were closely matched.



Comparing Open-Source Drill String Models

Open-source software has proven itself as a cost-effective tool for rapid development and innovation. It also fosters
collaboration and knowledge sharing. Combined, these properties of open-source could speed innovation while lowering
costs.

The OSDC originated in 2018 to encourage public release of source code and validation sets. Several models have
been released but they had not previously been utilized in a systematic manner. This project served as a pilot project
to demonstrate the benefits and viability of using open-source models and industry collaboration. From this perspective
it proved successful; learning, development, and findings were accelerated. However, it was an ad hoc, volunteer-based
initiative. What is needed is a more structured approach. The Wells of the Future initiative at Texas A&M seeks to
formalize and manage the work of the OSDC and should serve to generate more projects using open-source models.

Summary

Two open-source soft string models, one from Aarsnes and Shor and one from Dixit, et al, were evaluated. Although
the two models were built on different assumptions and mathematical foundations, the results aligned well. Both models
exhibited similar responses in the velocity of the bit, comparable amplitude and frequency of vibrations, and a similar
response during stick-slip events.

Having multiple models and access to the source code allowed for interrogating the models to determine sources of
differences in the results. It was discovered that the choice of the friction model (Coulomb or Stribeck) was insignificant
to the stick-slip frequencies, but it was an important factor influencing bit behavior in the stick phase.

In comparing the features of the models, it was found that the Aarsnes and Shor model solves problems more quickly,
whereas the Dixit model is easier to adapt to new features. As such, each model will have use cases it is best suited for.

This comparative study of open-source drillstring models demonstrates the feasibility of using open-source software
for drilling dynamics. The results emphasize the potential for collaborative development and the necessity for further
improvements to enhance model accuracy and reliability.
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Abstract: This work presents the web-based solution CAESAR, devoted to drill string analysis in different operational 

scenarios, like bottom hole drilling, reaming, and coring. Numerical models are applied to estimate contact forces, 

buckling, fatigue, vibration, and bit-rock interaction, indicating safe operational limits. In parallel, by leveraging data 

of previous operations, usually collected from mud logs, the user can easily interact with drilling performance 

indicators. Machine learning algorithms are also applied to this data to accurately predict the rate of penetration (ROP). 

The integration of the numerical models and the data-driven techniques provide an important overview of the drill string 

structural integrity and performance, aiming for optimal operation. In the user interface, a detailed multi-component 

Bottom-Hole-Assembly (BHA) can be configured to simulate actual drilling conditions more accurately. In summary, 

CAESAR provides a collaborative environment for drilling design, meeting normative requirements, and ensuring data 

conformity, robustness and agility.  

Keywords: digital transformation, drill string integrity, machine learning, ROP prediction,  
 

INTRODUCTION 

The analysis of the drill string is essential for the efficient construction of oil and gas wells. It is necessary to prevent 

equipment failures and ensure a viable rate of penetration (ROP). Drilling simulators enable sophisticated analyses, 

anticipating possible operational problems and avoiding its occurrence. However, it is necessary to integrate the results 

from various specialized software, often operated by different professionals, into a single drilling program. In this context, 

it is essential that the information on the drill string equipment, lithology, and operations be compatible in all analyses, 

avoiding inaccurate or even erroneous conclusions. Digital transformation applied to this scenario contributes to the 

governance of the process, bringing agility and greater reliability to decision-making in drilling design. 

The drill string is the equipment responsible for extending the depth of the oil well. It consists of tubes and other 

components with mechanical and data transmission functions, often sensitive to shocks caused by excessive vibrations. 

Depending on the demand, specialized components such as downhole motors, reamers, perforating guns, protectors, and 

beaters are used to provide additional necessary functionalities. During well construction, the drill string is subject to 

combined loads and conditions that can induce element failure or reduce efficiency. These forces can be distributed over 

the entire length or localized due to the presence of special components or changes in inclination at certain points in the 

well trajectory. 

Pastusek et al. (2019) review the literature and point several studies devoted to better represent drill string behavior 

by different approaches - drill string dynamics, drill hydraulics, drill-rock interaction, directional control, data analysis, 

among others. The authors describe the initiative to create an open-source repository for drilling analysis, aiming to 

improve the learning rate of the community in pursuit of drilling automation. 

This work presents strategies and computational tools for drill string analysis and design, consolidating them in a web-

based system called CAESAR. Models from the literature are implemented in this system, both for mechanical analysis, 

as well as data-driven analysis and lessons learned from offset wells. Results from other applications are also imported 

and structured into the solution, which is hosted in a collaborative well design environment, developed and maintained 

by Petrobras and partners. The proposal aims to allow increasingly sophisticated simulators to be incorporated into future 

CAESAR versions leveraging its extensibility. The development includes stages of modeling validation, mockup 

elaboration, back-end and front-end implementations, homologation tests, and production version deploys. Results of 

cases in the web tool are presented to illustrate its robustness and the benefits for the analysis and design of drilling 

programs. 

WEB-BASED WELL PROJECT ENVIRONMENT 

Petrobras developed a collaborative web environment, called PoçoWEB, to enhance the practice of oil well projects, 

particularly in terms of accessing the most up-to-date well data in a single, audited repository. Those responsible for the 

various projects required for the construction of an oil well can access and gather their inputs, as well as publish their 

results and reports. In this environment, the various applications can exchange information with one another. Therefore, 

data entered in one application does not need to be re-entered in others; it can simply be imported. It not only optimizes 
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the time spent filling in the inputs but also ensures data conformity. Within the context of this collaborative environment, 

many applications have already been developed (Araújo et al. 2020), including CAESAR.  

Figure 1 presents the architecture of CAESAR and how it communicates with PoçoWEB. The use of HTTPS 

(Hypertext Transfer Protocol Secure) is significant for ensuring secure communication between different components. 

The Back-End Python Container is responsible for processing engineering models and managing data. It communicates 

with databases and with the front-end. The PostgreSQL is a relational database management system (RDBMS) used for 

storing structured data. The Redis is an in-memory data structure store, often used to efficiently manage queues of 

simulations. The Oracle is another RDBMS, commonly used for large-scale enterprise applications. The Front-End Web 

Container handles user interactions and serves the web interface, through which users interact with the application. Finally, 

the Ingress Component handles network traffic management and routing. It ensures requests reach the appropriate 

components. 

 

Figure 1 – CAESAR architecture. 

Therefore, drilling engineering implementations are developed on the back-end in Python, which makes the work of 

programmer engineers easier. The rest of the services are maintained by specialized programmers. The entire team that 

develops initially deploy their code in a homologation version for testing by specialist engineers. After sufficient rounds 

of revisions, a production version can be released to the end user. Below are the engineering modules that make up the 

back-end in CAESAR. The methodologies applied are explained, examples of use are presented, and proposals for future 

improvements are made for each module. 

ENGINEERING MODULES 

An essential part of drill string analysis is simulating the effects to which this element is subjected during drilling. The 

concept of structural instability and its relationship with structural equilibrium is addressed. The calculation of forces, 

such as axial force, torque, bending moment, and stresses, is conducted using a stiff-string torque and drag model and a 

Finite Element Method (FEM) approach. The main vibration modes (stick-slip, bit-bounce, backward whirl) and their 

consequences for operations like reaming and coring are presented. A model of analysis is also implemented that considers 

the interaction between the bit and rock, providing a methodology for quantifying the severity of vibrations. Fatigue is 

among the main causes of failure in drill strings. Its effect is linked to material properties and stress conditions. Therefore, 

a model for quantifying fatigue life consumption in drill strings using S-N curves and the cumulative damage rule has 

been implemented. Finally, ROP prediction is addressed with classical analytical methods and machine learning 

approaches, aiming the future integration of numerical models, lessons learned from offset wells, and actual drilling data. 

Drill String Modelling 

The torque and drag model utilizes equilibrium equations for pipes subjected to axial and shear forces. A force 

continuity is applied at the connection between elements, allowing the calculation to proceed to the other elements. 

Therefore, the calculation flow starts from one end of the column, where the forces are known. On the other hand, the 

solution process by FEM involves solving a system of linear equations. In other words, in this method, the displacements 

of the nodes of the column discretization are all obtained simultaneously. The drill string is described as a linear structure 

composed of bars. The adoption of FEM allows for the solution of equilibrium equations for the bar elements, in addition 

to being essential in obtaining the consistent mass matrix and the theoretical damping matrix. The contact points are 

estimated by setting hinge supports when the radial displacement crosses the cased wall or the open hole wall (Figure 2). 
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The model iterates until no more contact points are found. In the user interface, a detailed multi-component Bottom-Hole-

Assembly (BHA) can be configured to simulate actual drilling conditions accurately. 

 

 

Figure 2 – FEM approach for the drill string modelling. 

Reaming 

The reaming operation involves drilling a region of the well that has already been drilled, but with a tool of larger 

diameter than previously used. This operation can be applied both in a pilot well and simultaneously with drilling. In the 

Reaming While Drilling (RWD) operation, the reamer is positioned above the bit so that it can cut the well walls, 

increasing the diameter while the bit penetrates the rock formation. If not properly designed, such operations can lead to 

problems such as low ROP, severe vibration, and premature damage to bottom-hole tools. In this module, the 

mathematical model proposed by Servaes et al. (2016) was used, which utilizes the following input data: bit and reamer 

diameters, friction coefficients of the bit and reamer, rock layer resistance, depth of the rock section, and total weight on 

the system. Applying this methodology provides weight and torque on the bit and reamer, total system torque, ROP, and 

drilling duration. The computational method applies an iterative process, where each iteration compares the total system 

weight to the lithological layers to be drilled. It is natural that at certain depths, the bit-reamer assembly transitions 

between rock formations with different characteristics, causing changes in the drilling stage due to variations in the rock 

resistance in contact with the tools. 

As a result, the quantification and visualization of the weight distribution (see Figure 3) and torque on the bit-reamer 

assembly are provided. It is observed that the weight values exhibit a behavior directly proportional to the variations in 

rock resistance. Regarding the obtained ROP values, there is a clear tendency for reduction as rock resistance increases. 

Thus, a better understanding of the bit-reamer assembly behavior in RWD drilling is obtained, highlighting the importance 

of analyzing transition zones between rock formations. 

 

Figure 3 – Bit-reamer weight and torque distributions. 
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Bit-Rock Interaction 

This module focuses on the analysis of torsional vibrations, which in their most severe form are known as stick-slip 

and can cause damage to the drill string, premature wear of the structure and the bit, as well as a reduction in ROP. 

Therefore, a cutting model developed for polycrystalline diamond compact (PDC) bits is incorporated into the dynamic 

analysis with the objective of identifying the operational parameter limits that reduce the likelihood of severe vibrations 

occurring. To consider the rock cutting process, a model compatible with single cutter tests is adopted (Figure 4). This 

approach is essential for defining the strategy for simulating self-excited vibrations since its compatibility with these tests 

excludes the effects of torque decay with angular velocity. Consequently, the drill bit-rock interaction relationships are 

addressed according to the methodology proposed by Detournay and Defourny (1992) and Detournay et al. (2008). This 

interaction provides a unique model where the weight on the bit and the torque are divided into their decoupled cutting 

and friction components. Thus, the criteria characterizing stick-slip, associated with the momentary stoppage of the bit, 

are defined. Finally, in a dimensionless manner, a three-step solution strategy is adopted concerning the surface boundary 

condition, a two-degree-of-freedom drill string model, and the bit-rock interaction. 

 

Figure 4 – Bit-rock interaction modelling (NANDAKUMA and WIERCIGROCH, 2013; HOFFMANN, 2006). 

The model allows identifying the severity of torsional vibrations considering the parameters weight on bit (WOB) and 

rotation per minute (RPM) (see Figure 5). The model also enables the detection of bit-bounce. This accelerates the 

decision-making process for defining operational parameters, aiming for drilling without the presence of vibrations. 

 

Figure 5 – Results view of the bit-rock interaction module. 

Fatigue 

Drill strings are subject to fluctuating stresses and deformations, which can lead to a permanent structural change and 

result in fatigue failure. The methodology employed for fatigue life analysis of a drill string follows this order: i) 

Calculation of forces, such as axial force, torque, and bending moment, and stresses along the string; ii) Use of SN curves 

to quantify the number of alternating stress cycles needed to cause fatigue failure; iii) Application of Miner’s Rule for 

calculating accumulated damage, also known as the linear damage rule, where the damage factor represents the proportion 

of the structure's useful life consumed. 

As a result, the cumulative fatigue life graph can be seen in an illustrative example in Figure 6. Eleven operations are 

considered, with drilling operations 3, 4, 5, and 7 being the main contributors to structural damage since they occur in 

regions with greater curvature. However, the fatigue life consumption does not reach alarming values, reaching only 

3.72%. This allows us to conclude that this element can still withstand approximately 26 more operations similar to the 

one performed, assuming the structure fails when the damage reaches a unit value. This information can support decision-

making in a project, such as changing the trajectory, selecting new drill string components, aiming to reduce fatigue 

damage to the drill string. 
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Figure 6 – Results view of the fatigue module. 

Other studies aimed at improving the module have been conducted. In this context, FEM is applied for fatigue analysis 

in connections by quantifying the Stress Amplification Factor (SAF) using the software ABAQUS. To achieve the 

objective, the problem-solving process in ABAQUS was divided into three stages: pre-processing, processing, and post-

processing. In the first stage, a coupling and a pin, components of the 7-5/8 REG connection, were modeled using four-

node axisymmetric elements with reduced integration (CAX4R). Additionally, the initial interference fit, the contact 

between surfaces, the internal pressure, the tensile stress, and the movement constraints were defined. After creating the 

model, generating the mesh, and defining the boundary conditions, the simulation processing is executed. Finally, in the 

post-processing stage, the results are analyzed through graphical visualization and output variables. The simulation results 

allow visualization of the problem, predicting the regions with the highest stress concentration where potential failures in 

the threaded connection may occur. 

ROP Prediction 

The rate of penetration (ROP) is the main indicator considered in drilling efficiency studies. An appropriate estimate 

of the ROP helps determining the drilling time of a phase, in addition to allowing the simulation of scenarios ahead of the 

drilling, which provides an operational window for controlling the drilling parameters. A better interpretation of the ROP 

in a specific section enables a more detailed understanding of the drilling process in the region and aids in the planning 

of future wells. The retroanalysis of historical drilling data seeks to establish a basis to answer questions like those 

mentioned, contribute to the understanding of the drill string behavior, and indicate performance improvements. It can be 

stated that the main objective in the study of ROP is drilling optimization, as it indeed relates the ROP to cost reduction 

by minimizing drilling time. 

  

Figure 7 – Results of ROP prediction methods for retro analysis and real time forecasting. 

Traditionally, models for predicting ROP are developed to correlate various influential drilling parameters, such as 

RPM and WOB (Ferro et al., 2023). Generally, analytical techniques based on empirical relationships or statistical 

regression models are employed. The applicability of these models generally depends on certain restrictions, such as the 

type of bit used. However, once a representative ROP model is defined, it is possible to use it to understand more deeply 

the relationship between ROP and the most relevant influencing variables and, mainly, to use them in optimization studies. 

Modern techniques that employ machine learning are also used for predicting ROP and consequently for drilling 

optimization, where in this case, analytical models are also generally used as performance references. The applications 

are in the context of a project with analysis of historical data, aiming to recommend equipment of greater efficiency; as 



Web-based system for drill string analysis with data-driven and numeric models 

well as in real-time monitoring, when performance can be predicted and changes in operational parameters can be 

indicated, aiming at greater efficiency (Figure 7). 

The integration of numerical models with machine learning techniques can enable the development of a robust drilling 

digital twin. Initially, it is necessary to have compliance of input data so that the simulations are closer to the actual 

condition of the operation. Modeling should then be performed periodically in order to monitor safety and opportunities 

for performance improvement. Finally, the proposal is that the results support a quick decision making process ensuring 

safety and efficiency. 

 

Figure 8 – Digital Twin proposal of the drilling operation. 

CONCLUDING REMARKS 

This work presented the CAESAR web tool that aims to bring integration of drill string analysis in the design stage. 

It contains engineering modules that import information from other computational applications (trajectory, lithology, 

casing scheme, equipment, etc.) and generate reports and structured information for other applications on the PoçoWEB 

environment. The tool is in constant evolution, with new versions being periodically released, so that new stages of the 

drilling program are being incorporated to achieve an operation increasingly practical, agile, and reliable. 
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Abstract: This work presents a model-based investigation of the effect of a downhole passive regulator (AST) on the
performance of a rotary drilling system. In this work, the drill-pipe is represented as a continuum model in the form
of partial differential equations (PDEs), capturing all axial and torsional dynamic modes. The bottom-hole-assembly
(BHA) is described by a discrete model governed by ordinary differential equations (ODEs) and the evolution of the rock
surface under the bit is characterized by a PDE. These sub-systems are assembled and form a coupled PDE-ODE-PDE
system model, including a non-smooth bit-rock interaction model. We perform simulation-based studies on the proposed
model for cases without and with the AST and analyze the drilling performance in terms of the nonlinear behavior of
both drilling systems, particularly in terms of rate-of-penetration (ROP) and drilling efficiency. These numerical studies
show that the use of the AST regulator can assist to improve the drilling performance. The latter observation is robust
within a realistic parametric space of the drilling operations, the drill-string, and the rock formations.

Keywords: Drilling performance, AST, Distributed parameter (infinite-dimensional) systems, Non-smooth mechan-
ics.

INTRODUCTION

In earlier works (Vromen et al., 2019; Wildemans et al., 2019; Aribowo et al., 2023), it has been observed that the
AST can have a positive effect on ROP when studied in low-order, lumped-parameter models. These study results are
in line with the field observation. Given the findings, we intend to reveal whether the distributed (infinite-dimensional)
model response of the drill-string with the AST is still possessing the same tendency (in terms of increasing drilling
performance) as observed in the lumped-parameter (lower-dimensional) models.

In this work, first, we derive the set-valued PDE-ODE-PDE models of the coupled axial-torsional dynamics of rotary
drilling systems without and with the AST (here referred to as the benchmark (BM) and AST distributed models, respec-
tively) by employing the distributed-parameter modeling approach presented by (Aarsnes and Aamo, 2016; Aarsnes and
van de Wouw, 2018, 2019). Moreover, we consider the (set-valued) bit-rock interface law developed by (Detournay et al.,
2008; Aribowo et al., 2022) for the case of homogeneous rock properties and the PDE-based evolution of the depth-of-cut
in (Gupta and Wahi, 2016) is used for the interface law. Secondly, we compare the steady-state responses of both models
to investigate the impact of the AST on the distributed dynamics and on drilling performance. Finally, a robustness study
on the AST design parameters (the stiffness and the lead angle of the helical spline) is performed under the variation of the
drill-string length, the physical properties of rock formations (soft vs hard rocks), and the operational drilling parameters.

DISTRIBUTED PARAMETER MODELS OF DRILLING SYSTEMS WITHOUT AND WITH AST

This section details the coupled PDE-ODE-PDE system dynamics for the BM and AST models as depicted in Figure
1 (left for the BM model and right for the AST model). The drill-string system in both models is divided into two main
parts, namely the drill-pipe (upper part) and BHA (lower part). The upper part mainly represents the long-slender structure
of the drill-pipe and the rig imposing the operational drilling parameters (here also referred as the drill-pipe model). The
lower part represents for the BHA (i.e., drill-collar, stabilizers, and other downhole components such as the AST) and the
drill-bit with the bit-rock interface law (here also referred as the BHA model).

First, we present the distributed-parameter model developed for the drill-pipe part of both BM and AST models.
Second, we describe the lumped-parameter models for the BHA parts of both models for a drilling scenario in vertical
wellbore with homogeneous rock formation - see the zoomed parts in Figures 1.

The distributed model of the drill-pipe (the upper part of drill-string)

Following earlier works in (Germay et al., 2009; Aarsnes and van de Wouw, 2019), the dynamics of the drill-pipe
for both BM and AST models in Figure 1 are modeled in terms of wave equations. Hereto, two sets of (first-order linear
hyperbolic) PDEs of the axial and torsional dynamics of the drill-pipes in both models are considered as follows.
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Figure 1 – Schematic overview of the BM model (left) and the AST model (right) in a vertical well-bore. The
zoomed schematics are the lower part of the drill-string (BHA), including the drill-bit, for both models.

The PDEs for the axial dynamics of the upper part are given by

∂W (t,x)
∂ t

+AE
∂V (t,x)

∂x
= 0, (1)

Aρ
∂V (t,x)

∂ t
+

∂W (t,x)
∂x

=−kaρAV (t,x), (2)

where the variable U(t,x) is the axial displacement such that the axial velocity is given by ∂U(t,x)
∂ t =V (t,x). The drill-pipe

parameters for the axial dynamics consider the cross-sectional area of the drill-pipe element A and the Young’s modulus
E. The parameter ρ is the pipe mass density and the damping coefficient ka represents the effect of viscous dissipation
(shear stresses, structural damping) in the axial direction.

The PDEs for the torsional dynamics of the upper part can then be written as follows:

∂T (t,x)
∂ t

+ JG
∂Ω(t,x)

∂x
= 0, (3)

Jρ
∂Ω(t,x)

∂ t
+

∂T (t,x)
∂x

=−ktρJΩ(t,x). (4)

The variable Φ(t,x) is the angular displacement in the string such that the angular velocity is given by ∂Φ(t,x)
∂ t = Ω(t,x).

The drill-pipe parameters for the torsional dynamics consider the polar moment J and the shear modulus G. The damping
coefficient kt represents the combined effect of the shear stress and structural damping in the torsional direction.

The top boundary conditions for the PDEs in Eqs. (1) - (2) and Eqs. (3) - (4) are given by the following kinematic
equalities: W (t,x = 0) = −H0 and Ω(t,x = 0) = Ω0, with the hookload H0 applied by the hoisting system and the top
angular velocity Ω0 imposed by the rotary table system of the drilling rig at surface. Moreover, at the bottom of the
drill-pipe (i.e., at the rigid interface with the BHA at the depth x = L; see Figure 1), the kinematic boundary conditions
are given by

V (t,x = L) =VL, (5)
Ω(t,x = L) = ΩL, (6)

where the velocities VL and ΩL are, respectively, the axial and torsional velocities at the interface of the drill-pipe and
BHA at the coordinate x = L.

The lumped-parameter model of the BHA (the lower part of drill-string)

In this section, firstly, we summarize the bit-rock interface law in (Detournay et al., 2008; Aribowo et al., 2022) and
the evolution of the rock cutting in (Gupta and Wahi, 2016). Secondly, the lumped-parameter models for the BHA parts
of both BM and AST models, as a coupled system with the interface law (Wildemans et al., 2019; Aribowo et al., 2023),
are presented.

Bit-rock interface law

The bit-rock interaction is essentially composed of two fundamental processes, namely the frictional contact at the
interface of the bit wearflat and rock surface and the rock cutting process. Total contributions of each component in
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Figure 2 – The bit profile (left) and the depth-of-cut evolution in the bit-rock interaction (right).

the bit-rock interaction into the weight and torque acting on the bit, respectively, are as follows: Wb = Wf +Wc and
Tb = Tf +Tc. The subscripts f and c are used for the frictional and the cutting components of the interaction, respectively,
while the subscript b denotes the variable at the bit. The bit velocities for the axial and torsional directions are denoted by
Vb and Ωb, respectively.

The weight-on-bit (WOB) and torque-on-bit (TOB) due to the frictional contact between the bit and rock are given,
respectively, by the following inclusions on velocity level:

Wf ∈ nσ a`n g(Vb) , (7)

Tf ∈
1
2

µ aξ Wf Sign(Ωb) , (8)

with σ the normal contact stress, `n the wearflat length, a the bit radius, n the number of the bit blades, µ the friction
coefficient, and

g(Vb) :=
1
2
(1+Sign(Vb)) with Sign(y) :=





1
[−1,1]
−1

,
y > 0
y = 0
y < 0

. (9)

The bit-design parameter representing the orientation and the distribution of the wearflat is expressed as

ξ := 2
1∫

0

r
√

( f ′ (r))2 +1dr (10)

with a (dimensionless) bit profile function f (·). In Figure 2 (left), a radial coordinate R on the bit is considered as the
radial distance of a point located along the curve of the blade profile C from the bit axis of symmetry (i.e., 0 ≤ R ≤ a).
Here the bit profile is considered as a parabolic function, i.e., f (r) = azr2 for a positive constant az and a dimensionless
bit radius r = R/a with 0≤ r ≤ 1.

The WOB and TOB due to the cutting process are given, respectively, by

Wc = aζ ∗ ε d, (11)

Tc =
1
2

a2ε d (12)

with ε the intrinsic specific energy of the rock and d the total depth-of-cut. The bit-design parameter representing the
orientation of the cutting force is represented by ζ ∗ = ζ ϑζ with a positive constant ζ and

ϑζ :=
1∫

0

1√
( f ′ (r))2 +1

dr. (13)

The evolution of the rock cutting process (with a single bit blade) can be described by the following transport equation
(Gupta and Wahi, 2016):

∂ϒ(t,θ)
∂ t

+Ωb(t)
n

2π
∂ϒ(t,θ)

∂θ
=Vb(t) (14)
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Figure 3 – The lumped-parameter models of the BHA (lower) parts, including the drill-bit, of drill-string systems
for the BM model (left) and the AST model (right).

with its evolution state variable ϒ(t,θ) that represents the depth of uncut rock at the angular position θ relative to the
axial bit position at time t, see Figure 2. The angular position θ ∈ [0,1] is the (normalized) angle between an arbitrary
surface point on the rock (at a blade) and the reference (next) blade, i.e., initiated at θ = 1 and at θ = 0 after a rock
cutting evolution. Herein, the following boundary condition holds: ϒ(t,θ = 0) = 0. The depth-of-cut (DOC) produced
by a single blade of the drill-bit is then given by dn(t) = ϒ(t,θ = 1). Subsequently, the total depth-of-cut produced by all
n identical blades is obtained as follows: d = ndn(t).

The lumped-parameter models of the BHA dynamics

The BHA (lower) parts of the drill-string dynamics are modeled as the lumped-parameter models depicted in Figure 3
for the BM model (in left) and for the AST model (in right). These lumped-parameter models of each drill-string system
are later to be coupled with the PDEs in Eqs. (1) - (2) and Eqs. (3) - (4) for both axial and torsional dynamics, respectively,
of the drill-pipe. We write the equations-of-motion (EOMs) of both lumped-parameter models for the BHA parts into the
following generic form:

Mq̈−H(t,q, q̇) = Wλ , (15)

with the mass matrix M, the generalized smooth forces column H, the non-smooth forces column λ and the associated
force direction matrix W. The generalized coordinate vector is denoted by q.

In the BM model, the BHA is essentially represented by a lumped section including the drill-bit and the bit-rock
interface law as its bottom boundary conditions. The generalized coordinates q of the BHA part in the BM model are
given by q =

[
Ub Φb

]> where the axial and torsional displacements at the bit are denoted by Ub and Φb, respectively.
Note that we use the notation Vb = U̇b and Ωb = Φ̇b for the bit axial and torsional velocities, respectively. Herein, the
matrices of the EOMs in Eq. (15) for the BHA dynamics of the BM model in Figure 3 (left) are given by

M =

[
M 0
0 I

]
, (16)

H =

[
WL +Wg−Wc

TL−Tc−Dφ Ωb

]
, (17)

W =

[
1 0
0 1

]
, (18)

λ =
[

λa λt
]>

, (19)

with M the total mass of the BHA, I the total inertia, and Dφ the torsional damping coefficient representing the viscous
friction terms along the BHA. Herein, Wg = Mg is the total BHA weight and g is the gravitational acceleration. The force
λa =−Wf and the torque λt =−Tf abide by the inclusions in Eqs. (7) and (8), respectively. The force WL and the torque
TL are the interaction forces acting at the interface between the drill-pipe and BHA parts of the drill-string system. The
cutting component of the bit-rock interaction follows Eqs. (11) - (12) for the weight Wc and the torque Tc, respectively.

Following the schematic of the BHA (lower) part for the BM model in Figure 3 (left), the axial and torsional displace-
ments for the bottom side of the drill-pipe part are denoted by UL and ΦL, respectively. As the drill-pipe and BHA parts of
the drill-string system are rigidly interconnected at the interface located at the spatial coordinate x = L, this condition im-
plies that the following kinematic relations at the interface hold: UL =Ub and ΦL = Φb. On velocity level, this kinematic
condition also implies the boundary conditions for the PDEs of the drill-pipe in Eqs. (5) – (6) as follows: V (t,x = L) =Vb
and Ω(t,x = L) = Ωb. In addition, the interaction forces at the interface are also coupled with the state variables of the
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drill-pipe distributed model as follows:

W (t,x = L) =WL, (20)
T (t,x = L) = TL. (21)

In the AST model, the lumped model of the BHA part is divided into two lumped sections, which are connected
by the AST. The bit-rock interface law acts as the bottom boundary condition of the lumped section below the AST
– where the drill-bit is mounted. The generalized coordinates q of the BHA part in the AST model are given by q =[

UL Ub Φb
]>. The axial and torsional displacements for the lumped BHA section above the AST are UL and ΦL,

respectively, see Figure 3 (right). Note that we also use the notations VL = U̇L and ΩL = Φ̇L for the velocities of this
lumped section above the AST. The matrices of the EOMs in Eq. (15) for the BHA dynamics of the AST model in Figure
3 (right) are given by

M =




Ma +
Ia
α2 − Ia

α2
Ia
α

− Ia
α2 Mb +

Ia
α2 − Ia

α
Ia
α − Ia

α Ia + Ib


 , (22)

H =



−Db(VL−Vb)−Kb (UL−Ub)+WL +Wag +

1
α
(
TL−DφaΩL

)

Db(VL−Vb)+Kb (UL−Ub)+Wbg−Wc +
1
α
(
DφaΩL−TL

)

TL−Tc−DφaΩL−DφbΩb


 , (23)

W =




0 0
1 0
0 1


 , (24)

λ =
[

λa λt
]>

. (25)

The mass Ma and the inertia Ia lump the BHA section above the AST, and the torsional damping coefficient Dφa is the
viscous terms for this BHA section. In addition, the mass Mb and the inertia Ib are for the lumped section below the AST,
with the torsional damping coefficient Dφb as the viscous terms along this section. The weights Wag = Mag and Wbg = Mbg
are the weights for the BHA sections above and below the AST, respectively.

The AST consists of an internal spring with a stiffness Kb, a structural damping Db, and a (holonomic) kinematic
constraint (due to the helical spline in the AST) that couples the axial and torsional kinematics of the BHA. This constraint
is accounted as follows (written on velocity level):

(VL−Vb) =
psp

2πrsp
(rspΩL− rspΩb) , (26)

or alternatively on position level as follows:

hb(q) := α (ΦL−Φb)− (UL−Ub) = 0, withα =
psp

2π
, psp = 2πrsp tanβ . (27)

The lead psp is a function of the lead angle β and radius rsp of the spline. Based on the BHA schematic for the AST
model in Figure 3 (right), the lumped BHA section above the AST is set to be kinematically connected to the bottom side
of the drill-pipe at the interface located at the spatial coordinate x = L. This implies the following boundary conditions of
the drill-pipe in Eqs. (5) – (6) (on velocity level): V (t,x = L) =VL and Ω(t,x = L) = ΩL. Besides, the interaction forces
at the interface between the bottom side of the drill-pipe and the lumped BHA section above the AST are also coupled
with the state variables of the drill-pipe distributed model and exactly following Eqs. (20) – (21).

Now, we have presented the set-valued PDE-ODE-PDE model for both the BM and AST models – that couples the
distributed model of the drill-pipe part and the lumped model of the BHA part. The numerical scheme to solve this type
of set-valued infinite-dimensional model is detailed in (Aribowo et al., 2024). In the following section, we will provide
illustrative numerical examples based this model for investigating the impact of the AST on the drilling performance,
including the robustness study on the AST design parameters.

NUMERICAL SIMULATION RESULTS

In this section, we present the simulation results of the BM and AST models. In particular, we focus on the following
aspects:

1. Comparison of the steady-state and the time-averaged responses of BM and AST models to evaluate drilling per-
formance under variation of the drilling operational parameters,
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Figure 4 – Bit velocity, Vb, response of the BM model (left) and the AST model (right) with hookload H0 = 56.6 kN
and top-drive angular velocity Ω0 = 60 rpm.
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Figure 5 – The evolution of contact forces at the bit for the BM model (left) and the AST model (right) with
hookload H0 = 56.6 kN and top-drive angular velocity Ω0 = 60 rpm.

2. Robustness of the drilling performance of the AST when changing the spring stiffness and the lead angle of its
helical spline and varying the drilling operational conditions, drill-string parameters, and rock formation character-
istics.

For the numerical simulations, we consider the system parameters used in the earlier works in (Wildemans et al., 2019;
Aarsnes and van de Wouw, 2019; Zhang and Detournay, 2022; Aribowo et al., 2023) and the optimal design parameters
of the AST obtained in (Aribowo et al., 2024).

Effect of the AST on drilling performance

Figure 4 depicts the steady-state responses of the axial velocities at the bit for the BM model (on left side) and the
AST model (on right side) for hookload H0 = 56.6 kN and top-drive angular velocity Ω0 = 60 rpm. The black dashed
lines in the responses show the averaged magnitudes of the velocities for both BM and AST models. In general, the
steady-state responses of both the BM and AST models exhibit axial and torsional limit-cycles, with a stick-slip in the
axial dynamics. This limit cycling behavior is induced by the fact that the nominal (constant angular and axial velocities)
solution is unstable. These periodic responses are dominated by lower dynamic modes of the axial and torsional dynamics
in both models.

Furthermore, Figure 4 shows that the presence of the AST increases the ROP. The peak values of the axial bit velocity
response in the AST model are up to three times the peak values of the axial vibrations in the BM model and also the
average ROP increases (black dashed lines). These findings suggest that stronger axial vibrations are induced due to the
presence of AST and these result in higher ROP. As a remark, these results are inline with the conclusions presented in
the earlier works in (Vromen et al., 2019; Wildemans et al., 2019; Aribowo et al., 2023) on low-order lumped-parameter
models.

Figure 5 shows the comparison of the contact force responses between the BM and AST models (see Eq. (19) or Eq.
(25)). The black dashed lines in both responses show the averaged magnitudes of the contact forces for both BM and AST
models. First, this comparison shows that the stronger axial vibrations induced by the AST result in a lower averaged
contact force at the bit (in Eq. (7)) for the AST model. As indicated in Figure 5, the averaged magnitude of the contact
force for the AST model shows about 25% reduction compared to the BM model. This effect arises because the AST leads
to longer axial sticking periods (see Figure 4), during which that axial contact force Wf can be lower than its maximum
value (which is always attained during axial slip periods); see the set-valued force law for Wf in Eq. (7). Second, the
average decrease of the contact force in the bit-rock interaction shows that in the AST model more force (and torque)
is used for the rock cutting process (i.e., producing more DOC) while less frictional dissipation at the bit-rock interface
(wearflat) takes place.
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Figure 6 – The comparison of averaged rate-of-penetrations (ROP; left) and drilling efficiency (right) for the BM
and AST models for H0 ∈ {16.9,39.6,56.6,73.6,96.2} kN and Ω0 ∈ {30,60,120} rpm.

Figure 7 – The gain ratios of drilling efficiency (left) and depth-of-cut (right) of the AST model relative to the BM
model for H0 ∈ {16.9,39.6,56.6,73.6,96.2} kN and Ω0 ∈ {30,60,120} rpm.

Comparison of drilling performance under the variation of drilling operational parameters

The influence of the AST on drilling performance becomes even more apparent when comparing the averaged ax-
ial bit velocity (ROP) and drilling efficiency of the BM (red-dots) and AST (blue-dots) models, as depicted in Fig-
ure 6. In these plots, a comparative analysis is conducted under drilling operational parameter variations: hookload
H0 ∈ {16.9,39.6,56.6,73.6,96.2} kN and top angular velocity Ω0 ∈ {30,60,120} rpm. Note that the applied weight on
the drill-string increases as the hookload decreases; see Figure 1. The hookload acts as a control parameter for drilling
performance in the axial direction, i.e., we expect an increase of ROP when decreasing the hookload.

The average drilling efficiency is expressed as the ratio between the average TOB used in the rock cutting process Tc
and the total of the average TOB (which includes the torque lost due to the frictional dissipation Tf ):

η =
〈Tc〉

〈Tc〉+
〈
Tf
〉 , (28)

where 〈Tc〉 and
〈
Tf
〉

are the average values of the (periodic) steady-state solutions of TOB from the cutting and frictional
components in the bit-rock interaction, respectively.

From Figure 6, first, the left plot shows that the average ROP in the AST model consistently outperforms the ROP
in the BM model over the employed ranges of drilling operational conditions. Second, the right plot supports the result
established in the left plot by visualizing that the rock cutting process in the AST model is more energy-efficient than in
the BM model and thus results in higher ROP.

Moreover, the average ROP increases in both BM and AST models with decreasing hookload H0 and increasing top
angular velocity Ω0. A decrease in hookload H0, under a prescribed contact top angular velocity Ω0, results in increasing
drilling efficiencies. However, increasing top angular velocity Ω0 leads to slightly decreasing drilling efficiencies for both
BM and AST models. This indicates that less energy is used in rock cutting process.

Figure 7 shows the gains in terms of drilling efficiency (left) and depth-of-cut (right) of the AST model relative to
these types of quantities obtained from the BM model (i.e., ηast

ηbm
and dast

dbm
, respectively) for the same ranges of operational

drilling conditions. In this way, the essential benefits of using the AST to improve drilling performance are clearly seen,
i.e., positive gain in drilling efficiency with the AST up to 18% (in the left plot) and positive gain in depth-of-cut with the
AST up to 20% (in the right plot).

Figure 8 compares the contact force ratios of the BM and AST models under the same drilling operational variations,
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Figure 8 – The comparison of averaged contact force ratio at the bit wearflat for the BM and AST models for
H0 ∈ {16.9,39.6,56.6,73.6,96.2} kN and Ω0 ∈ {30,60,120} rpm.

where this contact force ratio is given by

W̄f =

〈
Wf
〉

〈Wc〉+
〈
Wf
〉 . (29)

The quantities 〈Wc〉 and
〈
Wf
〉

are the averaged values of WOB from the cutting and frictional components of the bit-rock
interface law in steady-state region, respectively. This figure shows the consistency of the reduction of the contact force
at the bit in the AST model compared to that in the BM model.

In a qualitative sense, the above observations are in line with those in (Vromen et al., 2019; Wildemans et al., 2019;
Aribowo et al., 2023) on the basis of low-order lumped-parameter models. We care to stress that it has been observed in
(Liu et al., 2014; Aarsnes and van de Wouw, 2019) that the stability properties (of the nominal constant velocity solu-
tions) are essentially different for the infinite-dimensional and low-order BM models. However, for practically relevant
operational conditions, instability generally arises, which results in steady-state limit cycling behavior that is dominated
by relatively low-frequency behavior. This explains why, at least in a qualitative sense, the same ROP improvement is
observed in both types of models.

Robustness analysis on the performance-based design of the AST parameters

In (Aribowo et al., 2024), the design parameters for optimal performance of the AST (namely the optimal spring
stiffness Kopt

b and the optimal lead angle β opt
ast ) are obtained under the variations of drill-string length and rock formation

characteristics (i.e., the normal contact stress σ and the intrinsic specific energy ε of the rock). These optimal design
parameters give the highest drilling efficiency under such parametric variations of drill-string and rock formation for a
nominal set of hookload H0 and top-drive angular velocity Ω0. In this section, the robustness of the AST model with these
optimally tuned design parameters is analyzed under parametric variations of drilling operational conditions, drill-string,
and rock formation parameters, and its performance is compared to the performances of the AST model with the standard
(existing) design parameters and the BM model.

Figure 9 shows the comparison of the average drilling efficiencies (as a ratio relative to the drilling efficiency of the BM
model) based on the steady-state responses of the standard AST model (Kb = 1522.5 kN

m and βast = 45 deg) and the tuned
AST model (with Kopt

b = 1979.2 kN
m and β opt

ast = 30 deg). Figure 10 shows the comparison of the average depths-of-cut (also
as a ratio relative to the depth-of-cut of the BM model) obtained from the same AST models responses. These comparisons
are conducted under the variations of the drill-string parameter (the drill-pipe length): L ∈ {700,1000,1500}m and the
rock parameters: ε = σ ∈ {60,72,90,120} MPa and with the parametric sets of drilling operational conditions above.

First, these two comparisons show that the tuned AST design consistently gives higher drilling efficiency and a superior
cutting process (reflected in the depth-of-cut) than the standard AST model. Relative to the efficiency and the DOC
obtained from the BM model (without the AST), the tuned AST model can gain in average efficiency and DOC up to 18%
and 20%, respectively, depending on the drilling operational parameters being employed. The standard AST model gains
up to 12% in average efficiency and 15% in average DOC with the same operational conditions. Second, these results
also show the robustness of the tuned and standard design parameters of the AST over the parametric spaces of drilling
operational conditions, rock and drill-string physical characteristics.

CONCLUDING REMARKS

The main conclusions from this study are drawn as follows:

• The AST induces increased axial vibrations on the bit, which lowers wearflat loading and the frictional losses at the
bit. This mechanism leads to a lower (friction-induced) thermal loading on the bit, potentially beneficial for bit life.

• Drilling performance (in terms of ROP and drilling efficiency) is improved by including the AST. This is due to a
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Figure 9 – Drilling efficiency ratios (relative to the drilling efficiency of the BM model) for the AST models with the
standard design parameters (Kb = 1522.5 kN

m and βast = 45 deg) and with the optimally tuned design parameters
(Kopt

b = 1979.2 kN
m and β opt

ast = 30 deg), for the drill-pipe length L ∈ {700,1000,1500}m and the rock parameters:
ε = σ ∈ {60,72,90,120} MPa and under: 1) H0 = 56.6 kN and Ω0 = 60 rpm (top-left), 2) H0 = 56.6 kN and Ω0 = 120 rpm

(top-right), 3) H0 = 16.9 kN and Ω0 = 60 rpm (bottom-left), 4) H0 = 16.9 kN and Ω0 = 120 rpm (bottom-right).

Figure 10 – Averaged depth-of-cut (DOC) ratios (relative to the DOC of the BM model) for the AST models with the
standard design parameters (Kb = 1522.5 kN

m and βast = 45 deg) and with the optimally tuned design parameters
(Kopt

b = 1979.2 kN
m and β opt

ast = 30 deg), for the drill-pipe length L ∈ {700,1000,1500}m and the rock parameters:
ε = σ ∈ {60,72,90,120} MPa and under: 1) H0 = 56.6 kN and Ω0 = 60 rpm (top-left), 2) H0 = 56.6 kN and Ω0 = 120 rpm

(top-right), 3) H0 = 16.9 kN and Ω0 = 60 rpm (bottom-left), 4) H0 = 16.9 kN and Ω0 = 120 rpm (bottom-right).

reduction in the average (frictional) contact force at the bit resulting in a higher cutting force (improvement on the
rock cutting efficiency).

• The limit cycling behavior is dominated by the lower-frequency modes. This explains the consistency of the ob-
servations regarding the effect of the AST on drilling performance between lumped- in (Vromen et al., 2019;
Wildemans et al., 2019; Aribowo et al., 2023) and distributed-parameter models in this paper.

• From the robustness analysis, it is observed that both the standard AST and an optimally tuned AST design can
robustly improve drilling efficiency for a wide range of drill-string parameters, rock formation characteristics, and
operational conditions.
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Abstract: Torsional vibrations due to stick-slip may lead to large variations in deep drilling angular velocities causing
a large number of failures in the drilling process. Previous works have shown that standard linear proportional-integral
(PI) control laws may be ineffective in controling stick-slip. In the last decade, different control techniques have been
proposed to mitigate the stick-slip occurrence, such as the techniques commercially known as SoftTorque, SoftSpeed and
ZTorque. While some of them are still heavily based on the PI strategy, but introduce interesting ways of setting the
corresponding control gains, others require measurement and/or estimation of additional outputs in order to improve
the control performance. Current results with other more complex techniques, usually requiring additional outputs,
such as the OSOF strategy, for instance, indicate that it should indeed be possible to improve both drilling performance
and robustness by including few well selected additional outputs. Nevertheless, there is still no published studies on the
robustness analyses of these more modern drilling control techniques, while such drilling systems operate under strongly
uncertain bit-rock nonlinear interaction. To assess their robustness, it is proposed to consider uncertain parameters for
the bit-rock interaction model. This is done using a stochastic model for the bit-rock interaction torque which combined
to Monte Carlo simulations then leads to stochastic results for the angular velocity response, when subjected to each
control strategy. Statistical analyses of the results are used to assess and compare the performance of these drilling
control strategies from a robustness perspective.

Keywords: Drilling control techniques, stick-slip, torsional vibrations, robustness analysis, uncertainty quantification

INTRODUCTION

A successful oil-well drilling process generally involves the opening of a borehole in selected rock formations as
quickly and safely as possible. This is done using a rotating drill-bit driven by an actuated rotary table at the surface that
provides torque to the drill-bit through a so-called drillstring. Since oil wells can reach a few kilometers and drillstring
are made of pipes with diameters within tens of centimeters, the drillstring can be a very slender structure and, thus, very
flexible in torsion and bending leading to potential torsional and lateral vibrations. The drill-bit is part of the Bottom-Hole
Assembly (BHA) to which a drive torque is applied (transmitted through the drillstring). It is also subjected to a reaction
torque induced by the interaction between drill-bit and rock formation (Spanos et al., 2003).

Drillstring vibrations are among the main causes of inefficiency, malfunctioning and failure in oil-well drilling process
(Schlumberger Ltd., 2006). For instance, torsional vibrations induced by stick-slip phenomenon may twist drillstrings by
several turns during drilling process which may cause failure in one or more drill pipes connections and/or sections. When
untwisting, an extra torque is transmitted to the drill-bit inducing much higher angular velocities, leading to potential
mechanical failure of the drill-bit. This dynamic behavior has been observed in field measurements and presents itself
as self-excited stable periodic low-frequency oscillations of the effective drilling angular velocity (Placido et al., 2002).
These stick-slip oscillations may be reduced by either reducing the weight-on-bit (WOB) or increasing the target angular
velocity (Spanos et al., 2003). The latter, however, is normally avoided since it may induce lateral (bending) vibrations
that lead to other drilling failure modes. Therefore, when oscillations are observed for the angular velocity at the drive
table, the strategy generally considered in field operations is to reduce the WOB. For that, the hook-load applied to the
top assembly is usually increased. However, this action reduces the drilling performance in terms of rate of penetration,
since this rate is almost linearly proportional to drill-bit angular velocity and weight-on-bit (Tucker and Wang, 1999).

In the last decades, several techniques were proposed to control (reduce) the torsional vibrations in oil-well drilling
operations (Saldivar et al., 2016), such as proportional-integral (PI) control (Monteiro and Trindade, 2017), PI control
combined with WOB variation (Navarro-López and Suárez, 2004; Monteiro and Trindade, 2017), SoftSpeed (Kyllingstad
and Nessjoen, 2009), torque feedback techniques such as SoftTorque (Tucker and Wang, 1999; Runia et al., 2013) and
ZTorque (Dwars, 2015; Kyllingstad, 2017; Aarsnes et al., 2018; Auriol et al., 2022). The PI control has the advantage
of already being implemented in most real drilling rigs. Modern techniques such as SoftTorque, SoftSpeed and ZTorque
have been increasingly installed and tested in operation with relative success, although with a potential increase in drilling
costs and still requiring additional studies to evaluate their robustness. Other complex techniques may be effective but
may also require significant modifications in well established practices and equipments.

Recently, it was shown that the stick-slip phenomenon induced by drilling process may be reduced by using properly
designed PI control parameters (control gains) (Monteiro and Trindade, 2017). However, the dynamic nonlinear behavior
combined to an uncertain bit-rock interaction torque may undermine the predicted drilling performance. Thus, in order
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to, at least, predict the potential performance reduction due to variabilities or uncertainties in the drilling process, a
non-deterministic approach may be necessary (Trindade, 2020). To assess the robustness of such control strategies,
one possible approach is to consider uncertain parameters for the bit-rock interaction model. This can be done using a
stochastic model for the bit-rock interaction torque which combined to Monte Carlo simulations then leads to stochastic
results for the angular velocity response, when subjected to each control strategy. Statistical analyses of the results could
help assessing and comparing the performance of these drilling control strategies also from a robustness perspective.

DRILLING SYSTEM MODEL

The torsional dynamics of the drilling system is represented in a simplified way considering three main components:
the rotary table, the bottom hole assembly (BHA) and the drillstring. The BHA contains the stabilizers, drill-collars and
drill-bit and, for modeling purposes, is represented as a rigid body. The hypothesis of rigid body is also assumed for
the rotary table. The drillstring is modeled as a circular shaft using the fundamental torsional-deformation assumptions.
Additionally, the material is considered linear elastic with constant properties. The following properties were considered:
for the drillstring, mass density 8010 kg/m3, shear modulus 79.6 GPa, length 3000 m, inner radius 0.0543 m, outer radius
0.0635 m, for the BHA effective rotary inertia 394 kg m2 and for the drive table effective rotary inertia 500 kg m2.

The drillstring is modeled using finite elements in terms of the nodal angular displacements of the drillstring. The
effective damping of the system, due to interaction between the drillstring and drilling mud and other dissipation sources,
is modeled using a damping matrix defined a posteriori to provide reasonable damping levels. Using these assumptions,
the equations of motion are written using a state space representation

ẋ = Ax+BtTt +BbTb, (1)

in which x is the vector of state variables, A the state matrix composed of mass, damping and stiffness properties of the
system, Tt and Tb are the torques applied to the drilling system by the control system at the drive table and by the rock
formation at the drill-bit, respectively, and Bt and Bb are their corresponding vectors of input distributions.

The bit-rock interaction torque Tb is modeled using Karnopp’s model with an exponential decaying friction term

Tb =





T, for |ωb| ≤ δ and |T | ≤ a2Nb,
a2Nbsgn(T ), for |ωb| ≤ δ and |T |> a2Nb,[
a1 +(a2 −a1)e−β|ωb|

]
Nbsgn(ωb), for |ωb|> δ

(2)

in which the values a1 and a2 are called dynamic and static friction coefficients, respectively, β is a positive exponential
friction coefficient, T is the torque transmitted by the drillstring to the bit, Nb is the normal force applied to the bit and
ωb is the bit angular speed. The parameters for the dry friction model were taken from (Monteiro and Trindade, 2017):
a1 = 0.026 m, a2 = 0.085 m, β = 0.098, δ = 10−4 rad/s, for a WOB of 140 kN.

CONTROL STRATEGIES

The control torque Tt has the primary objective of inducing a prescribed target angular velocity ωr at the rotary table
and, consequently, in the drillstring and drill-bit. There are many strategies for that, but most of them are based on
the standard proportional-integral (PI) feedback of the measured angular velocity at the drive table. Modern techniques
consider the measurement of additional quantities in order to improve the control performance.

PI controller

The standard and most common angular velocity control strategy is based on a PI controller defined as

Tt = Kp(ωr −ωt)+Ki(ωrt −θt). (3)

Thus, the control torque Tt only depends on the measured angular velocity at the drive table ωt . Nevertheless, due to the
drillstring low torsional stiffness and bit-rock interaction torque, the application of such a control strategy with any pair
of control gains Kp and Ki does not guarantee a constant angular velocity, neither at top drive nor at drill-bit.

Stiff controller. The objective of the so-called stiff controller strategy is to prioritize the maintenance of the angular
velocity of the rotary table at a reference value. To achieve this, it is necessary to use high values of control gains Kp
and Ki, but this leads to negative consequences on the drill-bit velocity. According to (Aarsnes et al., 2018), it is possible
to determine the control gain values of a stiff controller by taking into consideration known top drive and drillstring
characteristics with the following expression

Kp = 100ζp, Ki = 5Jd , (4)

where ζp is the characteristic line impedance of the drill pipes and is given as Jp
√
ρGp, in which the index p refers to the

drill pipe, and Jd is the effective top drive inertia.
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SoftSpeed controller. The so-called SoftSpeed controller (Kyllingstad and Nessjoen, 2009) considers a ‘smarter’ choice
of the control gains to reduce the torsional waves at the top rotary system. The objective of the SoftSpeed controller is
to reduce the reflection coefficient of the top rotary system at a given target frequency, usually the frequency of observed
stick-slip oscillations. This leads to

Kp = ζp/m, Ki = Jdω
2
ss, (5)

in which m is a normalized mobility factor less than 1 and ωss is the frequency of stick-slip oscillations. Notice that,
while m is a free design parameter, ωss is usually either estimated from previous experience or identified from measured
angular velocity oscillations in the occurrence of stick-slip.

Optimized PI controller. Another strategy is to use an optimization procedure combined with a selected performance
criteria, such as the average deviation of angular velocity compared to the target value, to determine potentially good
solutions for the control gains Kp and Ki. This was proposed using either nominal or robust performance criteria in
(Monteiro and Trindade, 2017; Trindade, 2020). In both cases, however, a set of numerical simulations is required leading
to high computational cost depending on the dynamic model and operating conditions considered.

PI controller augmented by torque feedback

Two recent control techniques introduce the idea of using a potential measurement of the torque applied by the drill-
string to the rotary table in order to further reduce the reflection coefficient proposed in the SoftSpeed controller. The
main idea is to filter out particular frequency components of the control torque based on observed stick-slip frequencies.

SoftTorque. The SoftTorque technique (Tucker and Wang, 1999; Runia et al., 2013) consists of deducing the predicted
effect of a reflected torque from the tracking error in a PI controller, such that

Tt = Kp(ωr −ωt −hTf )+Ki(ωrt −θt −hTc/ fc) with Tf = Tcontact −Tc, (6)

where h is an additional control gain and fc is a cutoff frequency. The torque Tc is obtained from a first-order low-pass
filter based on the measured torque Tcontact that is applied by the drillstring to the drive table,

Ṫc =− fcTc + fcTcontact . (7)

ZTorque. The ZTorque technique (Aarsnes et al., 2018) also adds a high-pass filter to the measured torque Tcontact ,
leading to a second-order band-pass filter to compute the PI tracking error, such that in the Laplace domain,

Tt = (Kp +Ki/s)ePI , with ePI =ωr −ωt −Z
s

(s+1/thp)(1+ tl ps)
Tcontact , (8)

in which Z = 1/ζp and thp and tl p are the low-pass and high-pass time constants to be determined for a given frequency
range where the reflection should be reduced, usually containing the stick-slip frequency.

Optimal output feedback controller

To design techniques based on the optimal control theory, it is necessary to transform the original tracking problem
into a stabilization problem. For that, the state variables are redefined, extracting the components of the original state
variables after stabilization xeq, in which the entire drillstring is deformed but rotating with a constant target angular
velocity. Then, the applied control torque Tt is also decomposed into a feedback component u, to suppress vibrations, and
a constant feedforward component ũ, inducing xeq, such that Tt = ũ+u. The constant parameters xeq and ũ are computed
for a given target angular velocity ωr from Axeq +Bt ũ+BbTb(ωr) = 0. Then, the equations of motion are rewritten in
terms of a new set of state variables, such that

ξ̇ = Aξ+Btu+Bbq(ωd) = g(ξ,u) , with ξ =

[
ξd
ξv

]
=

[
η̄− η̄eq
η̇− η̇eq

]
= x−xeq, (9)

where η is the vector of modal displacements and η̄ is obtained by excluding the modal displacements correspond-
ing to the rigid body modes from η. The desired operating point has been shifted to the origin, ωd is the differ-
ence between drill bit and target velocities, ωd = ωb −ωr = φ⊺(L)ξv, and q(ωd) is a translated interaction torque
q(ωd) = Tb (φ

⊺(L)ξv +ωr)−Tb (ωr).

To ensure that, at the equilibrium, the drillstring rotates with the desired angular velocity, even under unknown and
varying bit-rock interaction conditions, and, thus, that ũ = Tb(ωr) holds, (9) is augmented with the error integral, to avoid
any steady-state error, σ̇ = e =ωt −ωr =φ⊺(0)ξv, yielding the augmented system

ζ̇ =

[
σ̇

ξ̇

]
=

[
φ⊺(0)ξv
Aξ+Btu+Bbq(ωd)

]
= Anζ+Btnu+Bbnq(ωd) = h(ζ,u) . (10)
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The idea of addingσ as a state is to use it for feedback, such that u, and consequentlyξ , become a function ofσ . This is
a standard procedure in control theory known as integral action that guarantees regulation in the presence of uncertainties
if the closed-loop system is structurally stable (Khalil, 2015). Then, the output feedback control law is written as

u =−KC(α)ζ (11)

whereα defines the positions along the drillstring were feedback sensors are considered. Previous results have shown that
very satisfactory results can be obtained by using only two sensors, one at the drive table and another sufficiently distant
from the table. Here, it is assumed that the distance between the second sensor and the drive table could be up to 10% of
the total drillstring length. Then, a feedback of the steady-state error, the relative angular displacement between the two
sensors, and the angular velocity at the two sensors is considered, leading to

C(α) =




1 0 0 0
0 φ̄(α1)−φ̄(α2) 0 0
0 0 φ(α1) φ(α2)



⊺

. (12)

Optimal Static Output Feedback (OSOF). The optimal static output feedback (OSOF) is based on the linear quadratic
regulator (LQR), but with the constraint of using only measured signals for feedback (Levine and Athans, 1970). Recently,
a new optimization was proposed based on the minimization of the ratio between the cost functions of the OSOF and
LQR controllers, which is independent of measurement and excitation locations (Cruz Neto and Trindade, 2019, 2023).
The technique ends up consisting of finding the initial condition that maximizes this ratio, which is the solution of the
generalized eigenvalue problem involving matrices Po and Pl , solutions of the algebraic Riccati equations of OSOF and
LQR problems, for given Q and R LQR weighting matrices.

In the present case, the matrix Q is adopted such that x⊺Qx is the system total energy with an additional weighting
factor (qi) for the error integral. The constant qi is chosen such that, when applying the OSOF controller, the average
deviation from the drill-bit target angular velocity (criterion proposed in (Monteiro and Trindade, 2017)) is minimized

J =
1
∆t

∫ ∆t

0

|ωb −ωr|
ωr

dt. (13)

Negative Damping Based Controller (NDBC). For a target angular velocity ωr sufficiently greater than zero, q is
a smooth function of ωd , and the qualitative behavior of the solutions of (9) in a neighborhood of the origin can be
determined by a linear approximation at this point, leading to

ξ̇ = Alξ, (14)

in which, Al is the matrix of first order partial derivatives of g with respect to ξ , evaluated at the origin

Al =
∂g
∂ξ

∣∣∣∣
ξ=0

=

[
0 Ī
−Λ̄ − [D+ndφ(L)φ⊺(L)]

]
, with nd =

dq
dωd

∣∣∣∣
ωd=0

=−β(a2 −a1)e−βωrWOB. (15)

Thus, the reaction torque applied to the bit is locally equivalent to a viscous damper with a negative damping coefficient
nd , yielding the observed instability in field operations (Brett, 1992; Mihajlović et al., 2004; Saldivar et al., 2013). Thus,
a potential goal for a controller would be to render the operating point asymptotically stable. Envisioning a more robust
controller, it is proposed to find the control gains that maximize the value of the negative damping coefficient for which
the operating point is asymptotically stable,

min
K

γ, with Z = {nd ∈ R− |ν (Acl(K,nd))> 0} , and Acl(K,nd) = Al(nd)−BtnKC. (16)

UNCERTAINTY QUANTIFICATION AND ROBUSTNESS ANALYSES

Next, it is desirable to assess how bit-rock interaction parametric uncertainties affect the control performance of the
studied system. For that, two important parameters, namely a1 and δa = a2 −a1 from (2), that characterize the torque due
to the interaction between drill-bit and rock formation are considered stochastic. Hence, a stochastic model is constructed
for these parameters based on potentially known information on their variability. Here, it is assumed that their nominal
values are a1 = 0.026 m and δa = 0.059 m and they follow a Gamma probability distribution function with relative
dispersion of 10%. This stochastic model guarantees positive only values for a1 and δa and, thus, values of a2 larger than
a1 which is expected in realistic conditions. The stochastic model is then used to produce a number of samples N for the
parameters and, for each sample pair, a Monte Carlo simulation is performed using the previously presented model. This
leads to N responses of the system for which a statistic analysis may be performed. It is then possible to compute the
mean responses, standard deviations, confidence intervals, and so on.
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It should be noticed that different control strategies lead to diverse nominal results and, thus, nominal performance,
but they also have distinct design methodologies and parameters. Therefore, their strict comparison must be taken with
care. Besides, for the sake of brevity, here, the performances of different control strategies are compared only through the
predicted responses of the drill-bit angular velocities, for a given drilling condition (defined by a target angular velocity
of 100 rpm and a target WOB of 140 kN) and under prescribed uncertainty of the bit-rock interaction model parameters,
a1 and a2. Distinct drilling conditions and/or uncertainties may lead to different comparative results and conclusions.

Of particular interest are the nominal responses, that is, for nominal bit-rock interaction model parameters, and their
95% confidence interval. A given control strategy may perform well nominally but poorly when uncertainties are consid-
ered. This is the case for a standard PI control, as shown in Figure 1a. Although, through optimization, control gains were
computed so that the stick-slip oscillations are controlled in the nominal response, the confidence intervals indicate these
control gains may lead to permanent (non-controlled) stick-slip oscillations.

Optimal output feedback controllers, OSOF and NDBC, are able to control stick-slip oscillations even under uncer-
tainties considered (Figures 1b and 1c). The nominal response of OSOF seems a bit better than that of NDBC since it
presents a smaller overshoot (maximum angular velocity). However, confidence intervals indicate that NDBC leads to
faster exit from the stick condition and stabilization and should be considered more appropriate from a robustness stand-
point. Preliminary results for the modern techniques SoftSpeed, SoftTorque and ZTorque also indicate that, nominally, it
is possible to mitigate stick-slip oscillations, as shown in Figures 1d, 1e and 1f. Nevertheless, since the control parameters
were designed aiming at improving the nominal response, both SoftSpeed and SoftTorque perform poorly when subject to
the considered uncertainties. As for the ZTorque, despite a long initial stick phase duration, which is usually expected for
this controller, it presents a pretty robust performance (Figure 1f). It is expected, however, that both nominal performance
and robustness of these techniques could be further improved by fine tuning the control parameters. This is currently part
of ongoing research.
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Figure 1 – Comparison between nominal, mean and confidence intervals of time responses of drill-bit angular
velocity obtained for the studied control techniques.
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Figure 2 – Comparison between nominal, mean and confidence intervals of drill-bit angular velocity average
deviations obtained for the studied control techniques.

Since it is not necessarily easy to compare time responses, the use of a more compact metric could be interesting, such
as the average deviation of drill-bit angular velocity, as defined in (13). Thus, for each sample and control strategy, it was
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computed and used to evaluate their nominal and mean values and their confidence intervals. The results, shown in Figure
2, confirm that OSOF is indeed marginally better than NDBC, nominally. Also, the optimized PI is nominally nearly
as well performing as OSOF and NDBC. The confidence intervals, however, indicate that the drill-bit angular velocity
average deviation can be quite high for PI (consequence of non-controlled stick-slip oscillations) and that NDBC is
substantially more robust than OSOF, reducing the worse deviation from 32.2% to 19.3%. Both SoftSpeed and SoftTorque
perform similarly to the optimized PI, in terms of robustness, but with worse nominal and mean deviation values. From
the average deviation standpoint, the ZTorque controller is indeed more robust that the latter two but with high deviation
values (between 35.4% and 58.3%). Note, however, that this is substantially affected by a long initial stick phase duration.

CONCLUDING REMARKS

Robustness analyses of standard and modern drilling control techniques, such PI, SoftSpeed, SoftTorque, ZTorque,
OSOF and NDBC, under uncertain bit-rock nonlinear interaction were performed through Monte Carlo simulations. Re-
sults indicate, as expected, that a controller designed to maximize performance under parametric deviations such as NDBC
provides a more robust performance. Nevertheless, it is suggested that the other strategies could be more robust if their
parameters accounted for a pre-defined set of uncertainties. Therefore, based on the present findings, future research shall
be directed to methodologies that allow designing the many free control parameters of these distinct strategies aiming at
providing a more robust performance.
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Abstract: This writeup presents a field-validated torsional model for the drill string dynamics and different algorithms for
estimating the friction factors along the drill string and bottom hole rotational velocity. These friction terms characterize
the interaction between the drill pipe and the wellbore walls (Coulomb source terms) within the curving wellbore.
This information is essential to designing the next generation of stick-slip mitigation controllers, developing real-time
wellbore monitoring tools, and enabling effective toolface control for directional drilling.

Keywords: drill-string vibrations, stick-slip, observer design, transformers

INTRODUCTION

Extraction of resources at depths greater than a few hundred meters in the earth’s subsurface (oil, gas, minerals,
and thermal energy) necessitates the drilling of long slender boreholes (from the surface to the subsurface target) that
may induce deviated well paths with extensive horizontal sections (Sveinbjornsson and Thorhallsson, 2014; Wei et al.,
2022). Advanced drilling control strategies are essential for designing such complex wells, as undesirable vibrations
can occur during transient off-bottom phases. Notably, torsional oscillations, which cause damage and reduce the rate
of penetration, must be mitigated. This phenomenon, known as stick-slip, results from significant friction between the
drill string and the borehole (Aarsnes et al., 2018). To prevent such oscillations, advanced control approaches have been
developed, incorporating the underlying distributed dynamics into controller design (Auriol et al., 2022a). These control
strategies have demonstrated faster convergence to a reference trajectory compared to state-of-the-art controllers while
preventing stick-slip oscillations. They are based on the field-validated model presented in (Aarsnes and Shor, 2018) that
accurately describes the evolution of angular velocity and torque (ω(t,x),τ(t,x)) along the drilling device using coupled
hyperbolic Partial Differential Equations (PDEs). However, implementing such control laws requires knowledge of the
distributed state along the drill string. In the field, available measurements are mainly surface data, such as surface RPM
or motor torque. Additionally, these methods require all system parameters, particularly subsurface physical properties,
to be known (Auriol et al., 2019, 2021).

In this abstract, we present the high-fidelity model introduced by Aarsnes and Shor (2018) to describe torsional os-
cillations in the drilling device. We then show how this model can be used to design appropriate near real-time state
observers. In particular, we present an adaptive observer (adjusted from (Aarsnes et al., 2019)) and an innovative dual
architecture of physics-informed transformer-based neural networks (Vaswani et al., 2017). Indeed, recent advances have
shown that deep neural networks can be used to learn distributed dynamics from measurements (Lu et al., 2021). Finally,
we briefly show how these estimations can be used to control the downhole behavior of the drill string while avoiding
undesired oscillations.

TORSIONAL DYNAMICS OF THE DRILL STRING

This section introduces a hyperbolic PDEs model incorporating distributed friction terms to describe the torsional mo-
tion of drill string dynamics. The proposed high-fidelity model, detailed in (Aarsnes and Shor, 2018), has been validated
against field data. Its computational simplicity makes it suitable for control and estimation applications. We assume that
the torsional motion of the drill string is the dominating dynamic behavior (i.e., there is no distributed axial dynamics).
Moreover, the effects of along-string cuttings distribution on the friction is assumed to be homogeneous and the transition
from static to dynamic Coulomb friction is a jump, i.e., the Stribeck curve is assumed negligible. Finally, the bit is also
assumed to be off-bottom, meaning there is no bit-rock interaction, which occurs during transient phases when the bit is
not in contact with the rock, such as when adding a new pipe section to the drilling system or when removing the drill
string from the borehole to address a failure. For (t,x) ∈ [0,T ]× [0,L] (where T > 0 is the chosen time window and L > 0
is the length of the drilling device), we denote ω(t,x) the angular velocity and τ(t,x) the torque at any point of the drill
string. The states satisfy the following equations

∂τ(t,x)
∂ t

+ JG
∂ω(t,x)

∂x
= 0, Jρ

∂ω(t,x)
∂ t

+
∂τ(t,x)

∂x
= S (t,x), (1)

where J is the polar moment for inertia, G is the shear modulus, and ρ is the mass density, averaged for a drill string
section and supposedly known. The source terms S is due to frictional contact with the borehole. It verifies

S (t,x) =−ktρJω(t,x)−F (t,x), (2)
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Figure 1: Schematic indicating the distributed
drill string lying in deviated bore-hole.

S(ω)

ωc

ω

ro(x)μsFN(x)

1
kt

ro(x)μkFN(x)

Figure 2: Friction source term S(ω,x). The red
curve indicates the dynamic torque as a function
of angular velocity.

where the damping constant kt is the viscous shear stress and F is a differential inclusion that corresponds to the Coulomb
friction between the drill string and the borehole, also known as the side force:

{
F (t,x) = sign(ω(t,x))Fk(x), |ω(t,x)|> ωc,

F (t,x) ∈ ±ro(x)µsFN(x), |ω(t,x)|⩽ ωc,
(3)

where the function F (ω) = − ∂τ(t,x)
∂x ∈ ±ro(x)µsFN(x) is the differential inclusion. The functions Fk(x)

.
= ro(x)µkFN(x)

(resp. Fs(x)
.
= ro(x)µsFN(x)) corresponds to the dynamic (resp. static) Coulomb torque. The expression of the normal

force acting between the drill string and the borehole wall FN(x) depends on the well geometry (Sheppard et al., 1987).
While the outer drill string radius ro(x) is known, the static and kinetic friction coefficients (µs,µk) and the angular
velocity threshold ωc are not. At the surface level, the top drive is actuated by an electrical motor that imparts torque to
the drill string. The evolution of the angular velocity at the surface level and the downhole torque follows

d
dt

ω(t,0) =
1

IT D
(τm(t)− τ(t,0)), τ(t,L) = 0 (4)

where IT D corresponds to the top-drive inertia and τm to the motor torque. We denote ω0(t) = ω(t,0) the top-drive
angular velocity. The motor torque corresponds to the control input and may be expressed as a PI feedback (Åström
and Murray, 2010): i.e. τm = kp(ωSP −ωt,0) + k

∫ t
0(ωSP(ξ )−ωt,0(ξ ))dξ , where ωSP is a desired reference set-point,

kp is a proportional gain and k an integral gain. It can also be defined through more advanced control strategies (as
shown in (Aarsnes et al., 2018; Auriol et al., 2022a)). However, such advanced mitigation laws require knowledge of
the entire distributed angular state. In the field, we typically have access only to the top-drive angular velocity and
the motor torque (ω(t,0),τm(t)) measured with a frequency of 1Hz. Therefore, it is necessary to reconstruct the en-
tire state from these measurements, as proposed in (Aarsnes et al., 2019). Reconstructing the state may also require
knowledge of unknown physical parameters, such as static and kinetic friction coefficients. In the following, we denote
Y = (P,{(ω(t,0),τm(t))i∈[1,N]}) ∈ Y = RNp ×R2×N an input data containing a set of Np known physical parameters
(depth of bit L, collar and pipes mechanical properties) concatenated in the vector P and N sequential pairs of surface
measurements.

STATE ESTIMATION

The design of the next generation of stick-slip mitigation controllers requires reliable estimations of the state and
friction parameters. More precisely, our objective is twofold: Estimate the physical parameters (µs,µk) and the distributed
state (ω(t,x),τ(t,x)) from the surface data. In this section, we present different methods (adjusted from Auriol et al.
(2022b)) to estimate all (or part) of the friction parameters.

First approach: Adaptive observer

The first approach we propose is adapted from the adaptive state observer introduced in (Aarsnes et al., 2019). This
observer integrates measurements from physical sensors, particularly the top-drive angular velocity ω0, with the proposed
system dynamics model. It provides reliable estimates of the torque and RPM states as well as the side forces friction
parameters when the bit is off-bottom (Aarsnes et al., 2019). Here, we summarize the main ideas of this observer. Denote
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with the ·̂ superscript the estimated states and e(t) = ω̂0(t)−ω0(t) the measured estimation error of the top-drive angular
velocity. The observer equations given in (Aarsnes et al., 2019) correspond to a copy of the original dynamics expressed in
the Riemann coordinates, to which are added output correction terms. The Riemann invariants are the states corresponding
to a transformation of the system which has a diagonalized transport matrix. We define them as α = ω + 1

J
√

Gρ τ and

β = ω − 1
J
√

Gρ τ . The observer equations read as follows

˙̂ω0 = a0

(
β̂p(t,0)− ω̂0

)
+

1
IT D

τm − p0e(t), (5)

∂ α̂
∂ t

(t,x)+ ct
∂ α̂
∂x

(t,x) = Ŝ (t,x)− pα(t,x)e(t),
∂ β̂
∂ t

(t,x)− ct
∂ β̂
∂x

(t,x) = Ŝ (t,x)− pβ (t,x)e(t), (6)

where ct =
√

G
ρ . The source term in each section is computed from the estimated states and friction factors Ŝ (t,x) =

kt(α̂(t,x)+ β̂ (t,x))+ 1
Jρ F̂ (t,x) where F̂ has an expression identical to (3), the different variables being replaced by their

estimates. The different boundary conditions are now expressed as α̂(t,0) = 2ω̂0(t)− β̂ (t,0)−P0e(t), β̂ (t,L) = α̂(t,L),
and the estimates of the friction factor are updated according to

˙̂µs(t) =

{
−lse(t), |minx ω̂(t,x)|⩽ ωc,

0, |minx ω̂(t,x)|> ωc,
˙̂µk(t) =

{
0, |minx ω̂(t,x)|⩽ ωc,

lke(t), |minx ω̂(t,x)|> ωc,
(7)

Finally, we use a saturation to improve the robustness of the approach: µ̂s = max(µ̂s, µ̂k). The different constants and
observer gains a0, pα , pβ , p0, p1,P0,P1, ls, lk can be found in (Aarsnes et al., 2019). As shown in (Aarsnes et al., 2019),
the convergence is guaranteed in the absence of friction term. Moreover, the proposed procedure is robust to uncertainties
and delays and provides correct estimations of µk and µs when tested in simulations and against field data. However, it
requires the knowledge of ωc, and there is no proof of convergence for the adaptive part.

Second approach: transformer-based dual architecture network

We now present a learning methodology based on a dual architecture, originally introduced in Redaud et al. (2024).
A first transformer-based neural network (using Y as input) estimates the physical parameters (µs,µk). We opted for
transformers (Vaswani et al., 2017) instead of recurrent neural networks to enhance speed and reduce the computational
cost of training. The estimated physical parameters (µs,µk) and the input Y are then fed into a second transformer-
based neural network, which aims to provide the distributed state (ω(t,x),τ(t,x)). Following (Raissi et al., 2019; Sun
et al., 2021), we incorporate physical laws into the training loss functions to improve the performance of the estimation
algorithms. The output of the first network is required to compute loss functions. Both networks are trained simultaneously
using an extensive simulated training dataset. The proposed network is schematically illustrated in Figure 5.

Estimation of physical parameters

The first neural network aims at estimating the physical parameters M = (µk,µs) ∈ R2. It is a transformer (Vaswani
et al., 2017) characterized by trainable parameters θ , and denoted Tθ (.). It aggregates the sequence of inputs Y ∈ RNp+2Nt

and gives as an output M̂ ∈ R2. We obtain θ by minimizing the L2− loss function LL2(θ) =
1

Nb
∑Nb

i=1 ∥M−Tθ (Y )∥2
2.

Estimation of the distributed state

Inspired by (Lu et al., 2021), we tackle the second objective using a two-branch architecture. Denote X = [0,L] as the
spatial domain and T = [0,T ] as the temporal domain where the state is defined. We aim to select the most appropriate
state representation concerning physical constraints using sets of discrete inputs Y . Therefore, we approximate

S : Y −→ C ∞(T ×X ,R2)
Y 7→ SY,Θ(·, ·) ,

where C ∞ is the set of infinitely differentiable functions from T ×X to R2 (the regularity could be leveraged). This
defines a class of parametric functions SY,Θ, which we use for approximating the real states (ω(t,x),τ(t,x)). The cor-
responding approximations is denoted as (ω̂(t,x), τ̂(t,x)). In our design, the first branch of the proposed architecture
relies on a transformer encoder to aggregate the input sequences Y augmented with M̂. This produces an abstract repre-
sentation of the system when combined with an abstract representation of the requested coordinates. Inspired by Fourier
Neural Operators (Li et al., 2021), this abstract representation is then used to output the intensity, frequency, and phase of
the Fourier decomposition representing the distributed state X(t,x) .

= (ω(t,x),τ(t,x)) along the drill string. The second
branch constructs the spatiotemporal grid mesh (t,x) ∈ T ×X , where the estimation is evaluated.

Physic-informed neural networks

Following (Sun et al., 2021; Wang et al., 2021), we define the composite loss L (Θ) = LD (Θ) +LPDE(Θ) +
LBC(Θ). The term LD is the usual error term when training a neural network on a dataset. It corresponds to the
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state estimation residual in the squared L2−norm. The term LPDE ensures that (1) is satisfied. Finally, the last term
LBC guarantees that the solution meets the boundary condition. More precisely, we have

LD (Θ) =
1

Nx

1
Nt

1
Nb

Nb

∑
i=1

Nx

∑
j=1

Nt

∑
k=1

∥X(tk,x j)−SY,Θ(tk,x j)∥2
2,

LPDE(Θ) =
1

Nx

1
Nt

1
Nb

Nb

∑
i=1

Nx

∑
j=1

Nt

∑
k=1

∥O( fY,Θ(tk,x j))∥2
2, LBC(Θ) =

1
Nt

1
Nb

Nb

∑
i=1

Nt

∑
k=1

∥B(SY,Θ(tk))∥2
2 + |τ̂(tk,L)|2,

with B(SY,Θ(t))= ∂ω̂
∂ t (t,0)− 1

IT D
(τm(t)− τ̂(t,0)) and O(SY,Θ(t,x))=

( ∂ τ̂
∂ t (t,x)+ JG ∂ω̂

∂x (t,x)
∂ τ̂
∂x (t,x)+ Jρ ∂ω̂

∂ t (t,x)−S (ω̂,x)

)
. This machine-

learning approach is reliable and easy to implement. It consists of a fast algorithm (once properly trained) that provides
good estimations of the friction parameters and the state. The data and physics-driven losses add a priori knowledge of
the underlying dynamics (1)-(4) during training. However, the proposed approach requires thousands of training points
and may lack generalizability as it depends on the model and the initial condition of the system.

CONTROLLER DESIGN

During the drilling process, the operator usually wants to control the downhole behavior of the drill string and optimize
the Rate Of Penetration (ROP) while avoiding undesired oscillations. More precisely, the main control objective is to
regulate the downhole angular velocity at the start-up of a drilling operation (e.g., after a connection) to avoid entering
a stick-slip limit cycle. Most of the controllers applied in industrial applications correspond to high-gain PI control
laws, such as the SoftSpeed and SoftTorque approaches. These approaches are easy to implement and analyze since
the gains are tuned to obtain a certain reduction in the proximal reflection coefficient over a limited frequency range.
However, they may present several fundamental limitations, such as possible poor inherent robustness margins (which
can be overcome using impedance matching controllers such as ZTorque (Dwars, 2015)) or the generation of significant
oscillations when changing the set-points. Advanced control methods have been proposed in (Auriol et al., 2022a), leading
to better performance but requiring real-time estimation. Below, we summarize the main ideas behind the approaches
proposed in (Auriol et al., 2022a) and detail their corresponding requirements, limitations, and performance. In these
control strategies, the effect of the friction terms is seen as a distributed source term d(t) that needs to be compensated.

1. ZTorque and feed-forward controller. A feedforward controller that can be seamlessly integrated with standard
industry ZTorque impedance matching feedback controllers without affecting the closed-loop behavior has been
proposed in (Aarsnes et al., 2018). This control law adheres to the 3DOF controller architecture (Åström and
Murray, 2010), as it has three components: a feedback term, a feedforward term (leveraging the model’s differ-
ential flatness), and a disturbance cancellation term. This approach is a state-of-the-art controller and requires the
knowledge of top-drive torque and estimation of the disturbance term. The feedforward component and disturbance
compensation term reduce residual oscillations but may induce overshoots and long convergence times.

2. Multiplicity Induced Dominancy Controller. This approach involves analyzing the transfer function between
the downhole velocity and the actuator. This transfer function represents a time-delay system for which we can
design a control law that ensures the placement of the dominant root in the complex plane, thereby guaranteeing
the stability of the closed-loop system. This approach requires the estimation of downhole velocity and disturbance
terms. It is robust with respect to parameter uncertainties and exhibits slight overshoot and oscillations with a low
computational effort. However, it may be sensitive to noise.

3. Recursive dynamics interconnection framework. This procedure is well-suited for multi-sectional drilling de-
vices. For each section, we find the virtual input that stabilizes the section and guarantees that the output converges
towards the virtual input of the next subsystem. The virtual input of the last subsystem (downhole ODE) is cho-
sen to guarantee the tracking of the reference signal. It requires a reliable estimation of the disturbance term and
predictions of the states. As it consists of a direct compensation of the disturbance term, it can guarantee a fast con-
vergence without residual oscillations at the cost of an instantaneous high-control effort. All in all, it is a complex
control algorithm with an extensive computational cost.

EXPERIMENTAL SETTING

In this section, we illustrate the performance of the proposed transformer-based observer and of the ZTorque and
feedforward controller with simulations.

Generation of dataset and Training parameters

To train and validate our estimation algorithm, we generate a wide dataset following the numerical scheme presented
in (Aarsnes and Shor, 2018). To obtain representative data, we use the real well geometry (J1), illustrated in Figure 1.
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Figure 3: Estimation of (µk,µs) using (Auriol et al.,
2022b) (left) and the transformer approach (right).

Figure 4: Example of a prediction for a sample of the
validation set after training.

We generated 1000 sequences of 100s of 20Hz surface measurements (motor torque and surface angular velocity), for
L ∈ [2500,4000]m, µs ∈ [0.2,0.8], µk ∈ [0.06,0.72]. The reference trajectory is constant (60 RPM with slope). The
implemented control input is ZTorque with a feed-forward component. The dataset is split 80%− 20% as training and
validation datasets. To obtain the parameters (θ ,Θ) minimizing the losses LL2(θ),L (Θ), we use AdamW (Loshchilov
and Hutter, 2017) with an initial learning rate of 10−3. The training is done on 100 epochs, with a batch size Nb = 16. We
use automatic differentiation techniques (Baydin et al., 2015) to compute the derivatives.

Simulation results

Both networks are trained simultaneously on a comprehensive dataset of simulated data based on the proposed well
geometry. The trained neural networks’ performance is then evaluated using a separate validation dataset, as detailed in
(Auriol et al., 2022b). We compare these results with the estimations obtained from the convolutional neural network-
based approach presented in (Auriol et al., 2022b). The friction coefficients were estimated on the validation dataset
with an average relative error of δ (µk) = 2.3% (resp. δ (µs) = 3.3%) and a standard deviation of 5.2e−3(resp. 1.8e−2)
after 2500 steps. As illustrated in Figure 3, our proposed method outperformed the existing estimation methods presented
in (Auriol et al., 2022b), as the standard deviation is reduced, and the average estimated value is closer to the true value.

We also obtained promising results for the state estimation with an average absolute error of 2.3 on 200 validation
examples. We have plotted in Figure 4 the obtained estimation for τ and ω and compared them with their real values.
We used color plots to picture these 2D data (red corresponding to higher values, the horizontal axis being time, and
the vertical axis being the curvilinear abscissa). As expected, the solutions predicted by the proposed networks are
consistent with the physics. Finally, we illustrate in Figure 6 how this observer can be combined with the ZTorque
feedback controller with a flatness trajectory planning feed-forward component to stabilize the system around different
set-points. In the considered scenario, the lowest part of the drilling device (collar and BHA) is almost horizontal, and the
stationary drill string is initially kept in place by the Coulomb friction until enough torque is built up to overcome it. The
different physical parameters can be found in Auriol et al. (2022a).

CONCLUSIONS

We presented a field-validated torsional model for drill string dynamics. We then introduced two algorithms to estimate
the friction factors along the drill string, providing an estimate of the bottom hole rotational velocity. These observers
were then used to design the next generation of stick-slip mitigation controllers. Future improvements include reducing the
numerical complexity of the different control strategies and a better online adaptive estimation of the disturbance term.
The current architecture for the machine learning observer includes hyperparameters that can be optimized to enhance
performance, e.g., by balancing the empirical loss of model predictions, model complexity, and physical loss.
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Figure 5: Detailed view of the neural network architec-
ture.

0 10 20 30 40 50 60 70 80 90 100
-20

0

20

40

60

80

100

120

140

160

Figure 6: Response to velocity set-point changes using
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planning feed-forward component (depth=1800m).
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Abstract: Understanding and mitigating lateral drill string vibration is a long-standing challenge not only because of 
its consequences on drilling performance and downhole equipment lifetime, but also because of its complexity in terms 
of modeling. The bottom hole assembly (BHA) lateral dynamics is highly nonlinear namely due to the string-wellbore 
contact and friction forces. The presence of special tools in the BHA with custom geometries and materials makes the 
modeling even more complex. In this work, we focus on three examples of tools and how their detailed characteristics 
can affect the BHA vibration. First, the rotor/stator relative motion in mud motors is analyzed in terms of mass 
imbalance and excitation frequency. Second, the importance of stabilizers’ detailed geometry is shown. Namely, the 
effect of blade count, spirality, and width on contact forces and acceleration levels is presented. Finally, the dampening 
capabilities of some tools with special non-elastic materials is investigated. To do that, we rely on two types of 
modelling: a linearized frequency-domain analysis in the form of a forced vibration approach, and a more complex 
nonlinear time-domain analysis. The first type allows to get fast answers, which can be practical for BHA design 
comparisons and optimization, whereas the second type allows to get a more in-depth picture of BHA dynamics but at 
the cost of computation time. The use of both models offers a complimentary combination for understanding and 
mitigation. 

Keywords: modeling, dynamics, downhole tools, drill string 
 

INTRODUCTION 

During the drilling process, the drill string can vibrate in the axial, torsional, and lateral directions due to the various 
external loads, like string-wellbore contact and friction, string-fluid interaction, and bit-rock cutting forces, the choice of 
the operating parameters, namely weight on bit (WOB), surface rotation speed, and flow rate, and the design of the drill 
string itself, including the bottom hole assemble (BHA), the size of drill pipes, and the choice of the drill bit. Depending 
on the operating parameters and the current rock formation engaged by the bit, these three directions of vibration can 
occur separately or simultaneously and can be strongly coupled or with a dominant direction. Also, depending on the 
nature of vibration, low or high frequency, the drill string’s length, and the level of tortuosity in the well trajectory, some 
downhole dysfunctions or suboptimal drilling conditions may or may not be detected from the real-time surface 
measurements. Namely, lateral vibrations occurring at the BHA are likely to be dissipated by the contact and friction 
forces along the drill string and become difficult to measure directly at surface. Modeling and numerical simulations of 
this type of dynamics can be an interesting tool to better understand the origin of vibrations and attempt to mitigate them, 
either by finding optimal operating parameters or improving the BHA design. 

The modeling of lateral dynamics is generally focused on the BHA part where shocks on sensitive and costly downhole 
tools is the most critical. It involves the complexity of nonlinear external lateral loads, especially the contact and friction 
forces, and the design particularities of some downhole tools like mud motors, stabilizers, and dampening tools. The most 
complete modeling approach consists in solving the nonlinear dynamics equation of motion in the time-domain (see for 
example Heisig and Neubert 2000, Mahjoub et al. 2020, and Wilson and Noynaert 2016). With this method, different 
scenarios can be tested with variable inputs and different sources of excitations allowing to mimic the reality. This requires 
however an intense workload to calibrate the different model unknown parameters (like friction coefficients) and, 
depending on the simulation complexity, long computation time. 

The use of forced vibration computations represents an interesting and computationally efficient approach to study 
the lateral BHA vibrations (see Bailey et al. 2010 and Nguyen et al. 2022). This requires the identification of the main 
sources of excitations and their frequency in relation to the surface, motor, and bit rotation speeds (see for instance 
Besaisow & Payne 1988 and Harvey and Wassell 1991). The magnitude of these excitation can be related to the WOB 
for example in the case of cutting forces due the bit-rock interaction, or to a mass imbalance due to the internal geometry 
of downhole tools like mud motors. 

In the first section of this paper, the dynamics equation of motion of the drill string is recalled both in time and 
frequency domains. In the second section, three examples of downhole tools’ impacts on BHA vibration are examined: 
(i) a detailed description of the contact forces at spiral bladed stabilizers; (ii) the mud motor mass imbalance due to 
rotor/stator relative motion; and (iii) an example of downhole dampening tool effect with different placements in the BHA. 
Finally, the last section is dedicated to concluding remarks. 
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DRILL STRING DYNAMICS EQUATIONS IN TIME AND FREQUENCY DOMAINS 

Time-domain formulation 

Using the finite element method, the drill string can be discretized into a series of beam elements with two nodes each. 
In the general 3D case, each node is characterized by three displacements (1 axial and 2 lateral) and 3 rotations (1 torsional 
and 2 bending). These 6 degrees of freedom (DOFs) can be called generalized displacements for convenience to avoid 
distinguishing between displacements and rotations. After writing the equation of motion of each element, and assembling 
the adjacent elements based on their common nodes, the drill string equation of motion can be written in the following 
matrix form: 

 𝑴𝑋̈⃗ + 𝑪𝑋̇⃗ + 𝑲𝑋⃗ = 𝐹⃗ ቀ𝑡, 𝑋⃗, 𝑋̇⃗ቁ (1) 

where 𝑴 , 𝑪 , and 𝑲  are respectively the mass, damping, and stiffness matrices, 𝑋⃗  is the vector of the generalized 
displacements of all the nodes of the drill string, and 𝐹⃗ is the vector of generalized external forces (forces and moments) 
acting on the drill string. This englobes constant forces, like gravity, and time dependent forces, like contact and friction 
forces and bit-rock interaction forces. 

Frequency-domain formulation 

Solving Eq. (1) in the time-domain can provide interesting results by numerically mimicking different scenarios, 
where the different inputs (rotation speed, weight on bit, …) can change with time. This yields however to computationally 
challenging simulation that require important computing power and time. An alternative is switch to a simpler resolution 
in the frequency domain by removing the nonlinearities of the original equation, namely that of the external contact and 

friction forces. This can be achieved by computing the Jacobian matrix of these forces around an initial state ቄ𝑡଴, 𝑋⃗଴, 𝑋̇⃗଴ቅ 

leading to the following linear forced vibration formulation: 

 𝑴𝑋̈⃗ + ൭𝑪 −
𝝏ி⃗ቀ௧,௑ሬ⃗ ,௑ሬ⃗ ̇ ቁ

𝝏௑ሬ⃗ ̇ ቤ
௧బ,௑ሬ⃗ బ,௑ሬ⃗ ̇

బ

൱ 𝑪𝑋̇⃗ + ൭𝑲 −
𝝏ி⃗ቀ௧,௑ሬ⃗ ,௑ሬ⃗ ̇ ቁ

𝝏௑ሬ⃗
ቤ

௧బ,௑ሬ⃗ బ,௑ሬ⃗ ̇
బ

൱ 𝑋⃗ = 𝐹⃗௘sin (𝜔௘𝑡) (2) 

In this equation, the second member consists of a harmonic force with a magnitude 𝐹⃗௘ and pulsation 𝜔௘. This equation 
can be solved then for different configurations where the harmonic force can be varied to examine different sources of 
excitations, like BHA or mud motor mass imbalances or cutting process forces. The excitation pulsation 𝜔௘ is generally 
related to the surface rotation speed, allowing to investigate the stability of BHAs in a range of operating rotation speeds. 

Another simpler option also commonly used in the industry to analyze lateral vibrations is to assume dynamic nodes 
at the stabilizers and sleeves and to cut the BHA at a certain effective length. Compared to Eq. (2), the Jacobian matrices 
are not considered, but the total DOFs of the system is reduced by blocking the lateral displacements of the nodes. 

APPLICATION TO EXAMPLES OF DOWNHOLE TOOLS 

Spiral bladed stabilizer 

Most of the stabilizers used in drilling are made of spiral blades, with distinction in terms of number, length, width, 
and spirality of blades that change from one manufacturer to another and from one application to another. The helical 
shape of the spiral blades is characterized by the spirality corresponding to the inverse of the helix pitch. We note that 
zero spirality corresponds to straight blades. We can also define the spiral angle as the rotation of one blade along the 
blade length:  

 Spiral angle = Spirality × Blade length =
Blade length

୔୧୲ୡ୦
 (5) 

The spirality is related to the wrap angle presented in API Specification 7-1. The wrap angle is the total angular extent of 
full blade diameter, summed across all blades. It can be expressed via the blade characteristics as: 

 Wrap angle = Number of blades × ቀ
Blade width

Blade radius
 + Spiral angleቁ (6) 

The model used to analyze the performance of these stabilizers is introduced in the work of Nguyen et al. 2023. 
Distributed contact forces between the stabilizer and the wellbore are modeled to study the influence of the design 
characteristics on lateral vibrations. For a given cross-section of the bladed zone of a stabilizer (see Figure 1a), two 
situations are possible: the first situation (Figure 1b) corresponds to the case where only one blade is in contact with the 
wellbore; and the second situation (Figure 1c) corresponds to the case where the edges of two consecutive blades can be 
in contact. 
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In the first situation, the radial displacement vector 𝑟 of the stabilizer’s center falls within a blade width. The normal 
contact force 𝐹⃗௖௡, friction force 𝐹⃗௖௧ and torque 𝑇ሬ⃗  can then be defined by  

 𝐹⃗௖௡ = 𝑓௖௥𝑒௥ ,       𝐹⃗௖௧ = 𝜇௧𝑓௖௥𝑒௧ ,       𝑇ሬ⃗ = 𝑅௕𝑒௥ ∧ ൫𝐹⃗௖௡ + 𝐹⃗௖௧൯ (7) 

where 𝑓௖௥  is the normal contact force magnitude, 𝑅௕  and 𝑅௪  denote, respectively, the stabilizer and well radii, 𝑒௥ =
𝑟/‖ 𝑟‖ and 𝑒௧ = 𝑒௭ × 𝑒௥ are respectively the radial and tangential directions based on the stabilizer’s radial displacement, 
and 𝜇௧ is the tangential friction. 

 

Figure 1 – Schematic representation of the two possible contact configurations at a cross-section of the bladed 
stabilizer. (a) Axial position of the cross-section, (b) One blade in contact with the wellbore, (c) Two consecutive 

blades in contact with the wellbore. 

For the second situation, two consecutive blades 𝑘 and 𝑙 can be in contact with the wellbore. The total contact forces 
and torque applied to the stabilizer are then the sum of those applied to each blade. For the blade 𝑘, the displacement of 
its edge is given by:  

 𝑟௞ = 𝑟 + 𝑅௕𝑒௞ା,        𝑒௞ା = [cos(𝜃௕௞ + Δ𝜃௕) , sin(𝜃௕௞ + Δ𝜃௕) , 0]் (8) 

where Δ𝜃௕ is the angle corresponding to the blade width, 𝜃௕௞ is the blade angle position in the cross-section plane defined 

by 𝜃௕௞ = 𝜃௭௞ + (𝑘 − 1)
ଶగ

ே
+ 𝜉𝑧, with 𝜃௭௞ being the rotation angle of this blade around the axial direction 𝑒௭, 𝑁 the blade 

number, 𝑧 the axial position of the cross-section in the stabilizer’s bladed zone, and 𝜉 is blade spirality.  Like the first 
situation, the normal contact force, friction, and torque at the edge of the blade 𝑘 can be written as follows: 

 𝐹⃗௖௡௞ = 𝑓௖௥,௞𝑒௞,       𝐹⃗௖௧௞ = 𝜇௧𝑓௖௥,௞𝑒௧ ,      𝑇ሬ⃗ ௞ = 𝑅௕𝑒௞ା ∧ ൫𝐹⃗௖௡௞ + 𝐹⃗௖௧௞൯ (9) 

where 𝑓௖௥,௞ is the corresponding normal contact force magnitude, 𝑒௞ = 𝑟௞/‖𝑟௞‖.  

 

To showcase the importance of the stabilizer geometry on vibration, an example of a 5-bladed 12 7/32 in. stabilizer 
placed in a placed in 12 ¼ in. horizontal wellbore is considered. As shown in Figure 2, different levels of spirality are 
considered, from straight geometry (0 spirality angle) to an extreme (nonrealistic) case with 360° spirality angle. 

 

Figure 2 – 3D schematic representation of bladed stabilizers with different spiral angles. 

Figure 3 shows the rotation speed at the end of the stabilizer, the total contact force, and the lateral acceleration. As 
expected, higher spirality angles contribute to a smoother rolling between the string and wellbore and therefore produce 
less vibration. Figure 4 represents time-depth heatmaps of the contact forces on the stabilizer blades. It shows the 
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intermittent and chaotic nature of the contacts for the case of straight blades, compared to the cases with spiral blades 
where the contact patterns are periodic and more predictable. For a higher spirality, the total contact force is better 
distributed along the stabilizer. This ensures a smoother transition of contact forces between blades and leads to reduced 
lateral accelerations. 

 

Figure 3 – Comparison of bottom rotation speed, total contact force, and mid-point acceleration for different 
spiral angles. 

 

Figure 4 – Time-depth heatmaps of contact force and lateral acceleration for different blade spiral angles. 

Mud motor rotor/stator motion 

Mud motors are usually composed of an internal part called rotor and an external part called stator. The cross-section 
of both parts has a hypocycloid shape with 𝑁 lobes for the rotor and 𝑁 + 1 lobes for the stator (see Figure 5). By design, 
at each section, the rotation of the rotor is eccentric with respect to the stator center. This eccentricity can be deduced 
from the hypocycloid geometry (see for example Nguyen et al. 2014 and 2017, Samuel et al. 2021, and Harvey and 
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Wassell 1991) and is generally provided by the mud motor manufacturer in his specification sheet. It yields a mass 
imbalance at each section with the following speed: 

 Ω௜௠௕௔௟௔௡௖௘ = 𝑁Ω௥௢௧௢௥ − Ω௦௧௔௧௢௥ (3) 

where the stator speed Ω௦௧௔௧௢௥ is the speed above the mud motor in the BHA, and Ω௥௢௧௢௥ is the additional speed provided 
by the motor itself, i.e., a point below the mud motor rotates at the total speed Ω௦௧௔௧௢௥ + Ω௥௢௧௢௥. This mass imbalance 
speed comes also from the rotor and stator geometry. As illustrated in Figure 5 (middle), as a rotor lobe rotates from a 
stator lobe to the following, the center of the rotor makes a full rotation in the opposite direction. This means that the 
relative rotation of the rotor center with respect to the stator is −𝑁 times the rotation of the rotor. From this imbalance 
forces, the eccentricity, and the linear mass of the motor 𝑚, we can compute a mass imbalance linear force magnitude as 
follows: 

 𝐹௜௠௕௔௟௔௡௖௘ = 𝑚𝑒Ω௜௠௕௔௟௔௡௖௘
ଶ  (4) 

In addition to these geometrical relations in a cross-section, the mud motor is designed with a helical shape along the 
mud motor axis (see Figure 5, right). This makes the eccentricity orientation changes with the distance along the mud 
motor. The number of helical revolutions of the motor is commonly called “number of stages” and can be a whole or real 
number. 

 

Figure 5 – Illustration of the relative motion between the rotor and stator at a cross-section of a mud motor. 

To illustrate the effect of the mud motor geometry on the BHA vibration a forced vibration computation is conducted 
on the BHA shown in Figure 6. The rotor has 4 lobes, and the rotation speeds are assumed to be Ω௥௢௧௢௥ = Ω௦௧௔௧௢௥ =
60 rpm, leading to an imbalance speed of 180 rpm. Figure 7 shows the BHA vibration strain energy, normalized by the 
theoretical case with straight geometry (0 stages), as a function of the motor number of stages. The straight case with 0 
stages is only a theoretical reference with the worst-case scenario where the mass imbalance forces of all the cross-sections 
are aligned. In a general case with a positive number of stages, the imbalance forces do not act on the same direction 
which tends reduce the overall effect of the mass imbalance. This is particularly the case when the number of stages is a 
whole number (1, 2, 3, …). In this situation, the sum of the imbalance forces is zero, but as they are not located in the 
same position, their overall effect does not cancel out, but yields generally less vibration. This can explain the local 
minimums around the whole number of stages in Figure 7. The general tendency of strain energy is to decrease with the 
number of stages, which can be explained by the fact that eccentricities with opposite directions tends to get closer as the 
number of helix steps increases within the same length. The result might vary if we would, for instance, fix the helix pitch 
and change the motor length as we increase the number of stages. 

 

Figure 6 – Example of BHA with a mud motor. 
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Figure 7 – Normalized vibration strain energy of the BHA as function of the number of stages of the mud motor. 

Dampening tool 

Many dampening tools are available in the industry with different mechanisms and different applications. We focus 
here on two design aspects that are present in some tools: a local change of stiffness, generally a reduction compared to a 
steel pipe with the same dimensions; and a change of material with viscous properties that produces an internal dampening 
effect. To model that, we consider two parameters acting on the bending degree of freedom: a rigidity reduction and a 
damping coefficient. To analyze the effect of these parameters, the BHA in Figure 6 is employed with the assumption 
that dampening tools are potentially present in the positions showed in Figure 8. In these computations, the stabilizers are 
assumed to be dynamic nodes. The simulations are conducted with the parameters in Table 1. Only an excitation at the 
bit is considered here with the magnitude related to the WOB and the pulsation related to the bit rotation speed (surface 
+ motor rotation speed) with a coefficient (frequency multiplier). 

Table 1 – Simulation parameters used to study the effect of dampening tools. 

Property Value 
Surface rotation speed (rpm) 30-180 
Motor rotation speed (rpm) 120 

Mud weight (ppg) 10 
Well inclination (deg) 45 

WOB (klbf) 30 
Bit excitation force magnitude / WOB (%) 10 
Bit excitation force frequency multiplier 1 

Tool 1 & 2 rigidity reduction (%) 80 
Tool 1 & 2 damping coefficient (N.m/(rad/s)) 1E+5 

 

Figure 8 shows the mode shapes corresponding to the natural frequencies in the range of interest. In fact, as the 
excitation comes from the bit, the critical surface rotation speeds correspond to the natural frequencies (expressed with 
the units of a rotation speed) minus the motor rotation speed. Here, Mode 3 correspond to a critical surface rotation speed 
of 64 rpm and Mode 4 to 162 rpm. We can see that the two mode shapes are different around Tools 1 and 2 meaning that 
different responses are to be expected from them in the forced vibration computations. 
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Figure 8 – BHA mode shapes #3 and #4. 

Figure 9 shows the effect on the BHA lateral strain energy when using the rigidity reduction and bending damping 
with either Tool 1 or Tool 2. First, the reference red curve shows the case with no change in the rigidity or addition of 
damping from both tools. The spikes on this curve correspond to Modes 3 and 4 shown in the previous figure. Between 
these two spikes, in the range 80-150 rpm, the BHA seems resilient to the applied excitation as the strain energy is low. 
The application of only a rigidity reduction yields a shift to the left of natural frequencies, where Tool 1 seems to have 
more effect on Mode 3 and Tool 2 an effect on both modes. Adding the damping reduces the severity of the strain energy 
spikes with, again, Tool 1 having more effect on Mode 3, and Tool 2 an effect on both modes. This shows that the 
placement of this type of dampening tools is crucial to get the best vibration mitigation results. 

 

Figure 9 – Effect of rigidity reduction and damping with (a) Tool 1 and (b) Tool 2. 

CONCLUDING REMARKS 

This paper showcases the importance of using modeling tools to better understand the complex lateral dynamics 
especially in the presence of special downhole tools in the BHA. The first example of downhole tool is the spiral bladed 
stabilizers. It is modeled in time domain with a detailed description of contact and friction forces on the stabilizer blades. 
The simulations allow to show how the spirality of this tool helps a smooth transition of contact forces from one blade to 
the other with minimal lateral vibrations. The following two downhole tool examples are analyzed in frequency domain. 
The mud motor internal geometry involving the relative motion of the rotor with respect to the stator is utilized to compute 
the mass imbalance at each cross-section of the motor. The computations show then the impact of the motor’s number of 
stages on the BHA’s overall lateral vibration. The last example shows how some downhole dampening tools might be 
modeled in a forced vibration framework, by accounting for two characteristics: rigidity reduction and damping 
coefficient. The simulations show how each of these parameters affects the BHA vibration and how the placement of the 
tool is key to minimize the vibration level. 
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Abstract: This paper extends the groundwork laid by a first-principle three-dimensional (3D) borehole propagation
model proposed by Perneder (2013) through incorporating nonlinearities arising from stabilizer contacts with a circular
borehole in 3D space and accounting for bit tilt saturation at the bit-rock interface. An innovative iterative algorithm
is introduced to tackle the challenges posed by nonlinear 3D contacts and bit tilt saturation. Recognizing the existence
of a quasi-stationary solution when the dynamics of borehole propagation are stable, we employ an assumption of
quasi-uniform curvature to transform the high-fidelity model into a simplified model. Notably, the simulation results
between the high-fidelity and simplified models reveal minimal differences. However, the computational efficiency of
solving the simplified model significantly surpasses that of the high-fidelity model, rendering it viable for integration
into optimization framework for model calibration and borehole trajectory control in real time.

Keywords: Borehole propagation; Contact nonlinearity; Iterative algorithm; Directional Drilling.

INTRODUCTION

The continuous decline in conventional natural oil and gas resources has driven the expansion of directional drilling,
which involves the creation of complex, curved boreholes to access previously unreachable reservoirs. Advances in
downhole drilling tools allow directional drillers to actively steer the borehole trajectory using point- or push-the-bit
rotary steerable systems (RSS). However, field observations have revealed that these directional drilling technologies can
lead to borehole oscillations at high curvatures, resulting in borehole rippling in two-dimensional (2D) and spiraling in
three-dimensional (3D) spaces (Pastusek and Brackin, 2003). These oscillations significantly reduce drilling efficiency
and complicate subsequent casing insertion. Field tests and simulations have demonstrated that optimizing bit design and
increasing weight-on-bit (WOB) can mitigate borehole oscillations (Pastusek and Brackin, 2003).

A more pressing issue in directional drilling is the deviation of the drilled trajectory from the well plan due to un-
certainties in rock formation and downhole drilling conditions. This deviation results in low borehole quality due to
undesirable borehole (micro-) tortuosity and imprecise borehole placement, leading to reduced reservoir drainage. Model
predictive control (MPC) methods have been applied in directional drilling to track the well plan by providing steering
commands while satisfying constraints on states and control inputs (Demirer et al., 2019). Several field case studies
have demonstrated the potential of MPC to achieve autonomous drilling with high borehole quality and accurate borehole
placement (Demirer et al., 2019). However, previous MPC approaches primarily relied on data-driven models governing
borehole propagation (BHP), overlooking the underlying physics of BHP. This oversight means that these models lack
insights into the effects of bottom-hole assembly (BHA) design, rock formation, bit design, and drilling parameters (i.e.,
WOB and RSS actuating force) on BHP.

The dynamics of BHP within 3D space and the root cause of borehole spiraling/rippling have been extensively ana-
lyzed by Perneder (2013) through an advanced model. The mathematical formulation of the BHP model yields a set of
delay differential equations (DDEs) where the state variables are the inclination and the azimuth of the borehole. Analysis
of the simulation results revealed that borehole spiraling occurs when the system of the DDEs is unstable. Conversely, the
stable DDE system yields a quasi-stationary solution characterized by a slow variation of the borehole curvature, implying
that the borehole curvature can be treated as uniform at the scale of the BHA length. One limitation of this model lies in
its inability to simulate steady-state borehole spiraling, as it does not incorporate essential nonlinearities.

The two aspects of nonlinearity in the BHP model are bit tilt saturation and contact nonlinearity. Shakib et al. (2019),
considered both nonlinearities in their 2D BHP model governing the evolution of borehole inclination. In this model,
the 2D contact and bit tilt saturation were formulated as linear complementarity problems (LCP). For a 3D BHP model,
the 3D contact between the stabilizers and the circular borehole wall violates the linear relationship between the contact
forces and the gap variables. Derksen (2021) formulated the 3D contact problem as a nonlinear complementarity problem,
which was solved using a proximal point approach. However, bit tilt saturation is not included in their 3D BHP model.

This manuscript extends the 3D BHP model in (Perneder, 2013; Derksen, 2021) by incorporating both contact nonlin-
earity and bit tilt saturation. A novel iterative algorithm is proposed to address the unilateral nature of both nonlinearities
simultaneously. The accuracy of the algorithm was verified by comparison with published results from a 2D BHP model,
and the validity of the 3D BHP model was confirmed against field measurement data. The current study focuses on
the quasi-stationary solution of the BHP model, assuming uniform curvature to simplify the set of DDEs into a system
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of ordinary differential equations (ODEs). Simulation results from both DDEs and ODEs are compared to validate the
uniform-curvature assumption for the quasi-stationary solution of the 3D BHP model. The benefit of simulating ODEs
lies in their high computational efficiency, making the simplified BHP model suitable for integration into an optimization
framework for real-time model calibration and MPC control.

MATHEMATICAL MODEL

The 3D BHP model in (Perneder, 2013; Derksen, 2021) has been extended to incorporate the realistic BHA used in
the directional drilling with a push-the-bit RSS. A notable distinction between the realistic BHA and the simplified BHA
in (Perneder, 2013; Derksen, 2021) is that the realistic BHA comprises components with varying material properties and
cross-sectional areas. The detailed description of the realistic BHA model is provided in (Xu et al., 2024). For simplicity,
this section presents the final analytical expressions for the 3D BHP model, which are obtained by following the derivation
in Derksen (2021) with the aid of a symbolic toolbox in MATLAB.

High-Fidelity BHP Model

The high-fidelity BHP model is formulated in terms of a set of dimensionless DDEs governing the evolution of the bit
inclination θ0 and azimuth φ0, as well as average borehole inclinations ⟨Θ⟩(k) and azimuths ⟨Φ⟩(k) over the k−th BHA
segment between the (k−1)−th and k−th stabilizers

(
dφ0
dξ sinθ0

dθ0
dξ

)
=

1
χΠ
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(
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)
sin
(
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)
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(
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 , (1)

d⟨Θ⟩(k)
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λk
,

d⟨Φ⟩(k)
dξ

=
Φk−1 −Φk

λk
, k = 1,2, ...,n, (2)

where n stands for the number of stabilizers, ξ signifies the dimensionless borehole depth, Π represents the scaled WOB,
χ denotes the angular steering resistance; α̂k, β̂k, γ̂, ζ̂ are constant coefficients dependent on the realistic BHA configu-
rations 1; F̂k, j, j = 2, 3 denotes the contact force at the k−th stabilizer, Fr, j, j = 2, 3 represents the scaled RSS actuating
force, ŵ stands for the scaled BHA weight per unit length; Θk (Φk) represents the borehole inclination (azimuth) at the
k−th stabilizers, λk is the dimensionless length of the k−th BHA segment. Throughout this paper, the subscript 0 denotes
variables at the bit, while subscript 2 (or 3) signifies variables in the inclination (or pseudo-azimuth) plane. The borehole
inclination Θ0 and azimuth Φ0 are related to the bit inclination θ0 and azimuth φ0 in terms of the output equations

Θ0 = θ0 −ψ2, Φ0 sin⟨Θ⟩(1) = φ0 sin⟨Θ⟩(1)−ψ3, (3)

where ψ2 and ψ3 denote the bit tilt angles. Integrating the set of DDEs necessitates information of the contact forces and
bit tilt angles, which are determined by a system of algebraic equations describing the displacement δi, j, j = 2, 3 of the
i−th stabilizer in (4) and the bit-rock interface law in (5)
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(5)
where αk,i, α̃k, βk,i, β̃k, γi, γ̃, ζi, ζ̃ are constant coefficients dependent on the realistic BHA configurations (refer to
footnote 1); ϖ denotes the bit walk angle, η stands for the lateral steering resistance; F̂s,2(3) represents the saturation force
corresponding to the bit tilt saturation. The delay nature of this model arises from the delayed influence of the borehole
geometry on the stabilizers, which must conform to the existing borehole.

Contact Nonlinearity

The contact forces F̂i, j and the displacement δi, j (i = 1,2,n−1; j = 2,3) for i−th stabilizer must comply with Sig-
norini’s law, expressed as

1Symbolic toolbox is employed to derive these constant coefficients for a realistic BHA using the method of sections, as described in (Shakib et al.,
2019; Xu et al., 2024)
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F̂i ⩾ 0, gi ⩾ 0, F̂igi = 0, i = 1,2, ...,n−1 (6)

where F̂i =
√

F̂2
i,2 + F̂2

i,3 represents the resultant contact force, gi = δ ∗
i − δi denotes the gap between the stabilizer and

the borehole wall, δi =
√

δ 2
i,2 +δ 2

i,3 signifies the resultant stabilizer displacement, and δ ∗
i is the clearance. The unilateral

nature of the contact dictates that the orientation of F̂i must be opposite to that of δi (Derksen, 2021).

Bit Tilt Saturation

When the bit tilt reaches saturation, the bit side force becomes set-valued. Saturation of the bit tilts implies that∣∣ψ2(3)
∣∣≤ ψ∗, where ψ∗ is the saturation boundary. The unilateral nature of bit tilt saturation can be expressed in terms of

the following constraints





F̂s,2(3) = 0,
F̂s,2(3) > 0,
F̂s,2(3) < 0,

∣∣ψ2(3)
∣∣< ψ∗

ψ2(3) =−ψ∗

ψ2(3) = ψ∗
. (7)

Iterative Algorithm

For a realistic BHA with n stabilizers, solving the high-fidelity BHP model in (1) - (3) relies on computing the contact
force and bit tilt angles. These can be obtained by solving a system of 2n algebraic equations given in (4) - (5). However,
there exist a total of 4n unknown variables: the displacements (δi,2 and δi,3) and contact forces (F̂i,2 and F̂i,3) at the i−th
stabilizer (i = 1,2, ...,n−1), the bit tilt angles ψ2 and ψ3, and the saturation forces F̂s,2 and F̂s,3.

The unilateral nature of the contact in (6) and bit tilt saturation in (7) provides 2n constraints. It is worth noting
that the contact forces and stabilizer displacements form conjugate pairs. During contact, the displacements are known
while the corresponding contact forces are unknown, and vice versa when the contact is absent. Similarly, bit tilts and
saturation forces also form conjugate pairs. Consequently, the 2n unilateral constraints can be converted into a system of
2n equations if the contact configurations (including locations and orientations) and the occurrence of bit tilt saturation
are known.

Figure (1) illustrates the flow chart of an iterative algorithm for identifying the contact configuration. In cases with
multiple stabilizers in contact with the borehole wall, this algorithm aims to identify one contact point in each iteration.
This is achieved by selecting the stabilizer that extends furthest beyond the borehole wall. The index j of the identified
stabilizer in contact is then added to a contact list J. Displacement constraints are applied to the contact points in J to
compute the corresponding contact forces using (4) and (5). For stabilizers not in the contact list J, zero contact forces
are assigned. Subsequently, the directions of these contact forces and displacements are compared to ensure compliance
with the unilateral contact condition. If a violation is detected at contact point j, it is removed from J, and the calculation
is repeated. Otherwise, the algorithm proceeds to the next iteration.

The iteration begins with the assumption that F̂i,2 = 0, F̂i,3 = 0, F̂s,2 = 0,and F̂s,3 = 0. It contunites until the displace-
ments of all stabilizers remain within the borehole, and the unilateral contact conditions are satisfied for all contact points.
After the iteration terminates, the values ψ2, ψ3 are compared with ψ∗ to ascertain if bit tilts have reached saturation. If
saturation is detected, the algorithm incorporates the bit tilt saturation to calculate the corresponding saturation force.

During the simulation, the Euler-forward finite difference technique discretizes the differential operations in (1) and
(2). The iterative algorithm is used to solve the contact forces and bit tilt at each depth step. The output equation (3) yields
the borehole inclinationa and azimuth with respect to the increasing borehole depth.

Simplified BHP Model

The stability of the high-fidelity BHP model depends on the value of the key dimensionless group ηΠ. The model
is stable when ηΠ > ηΠ∗ and unstable otherwise, where ηΠ∗ is a critical value obtained from linear stability analysis
(Shakib et al., 2019). When the BHP model is stable, a quasi-stationary solution exists, characterized by the slow variation
of the borehole curvature. In this regime, the borehole curvature can be assumed to be uniform over the length of the BHA,
leading to the following geometric relations

⟨Θ⟩(k)−θ0 =−ψ2 +
κΘ
2

(λi −2si) ,
(
⟨Φ⟩(k)−φ0

)
sin⟨Θ⟩(1) =−ψ3 +

κΦ sin⟨Θ⟩(1)
2

(λi −2si) (8)

where κΘ and κΦ represent the build rate and turn rate, respectively; si =∑i
k=0 λk is the distance between the i−th stabilizer

and the bit. Another consequence of the uniform curvature assumption is that the bit tilts ψ2 and ψ3 remain constant over
the BHA length, leading to
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Figure 1: Flow chart of an iterative algorithm to address contact nonlinearity.

dθ0

dξ
=

dΘ0

dξ
= κΘ,

dφ0

dξ
=

dΦ0

dξ
= κΦ. (9)

Noting that θ0 ≈ ⟨Θ⟩(1) and substituting (8) and (9) into both sides of (1), we can derive expressions for κΘ and κΦ as
follows
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Substituting (8) into (4) and (5) yields
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k=1 ak,iF̂k,2 +biF̂r,2 + ciŵsin⟨Θ⟩(1)+diψ2 + eiκΘ

∑n−1
k=1 ak,iF̂k,3 + ciF̂r,3 +diψ3 + eiκΦ sin⟨Θ⟩(1)

]
, i = 1,2, ...,n−1, (11)

(
cosϖ sinϖ
−sinϖ cosϖ

)(
ηΠ
(

ψ2
ψ3

)
−
(

F̂s,2
F̂s,3

))
=

[
∑n−1

k=1 ãkF̂k,2 + b̃F̂r,2 + c̃ŵsin⟨Θ⟩(1)+ d̃ψ2 + ẽκΘ

∑n−1
k=1 ãkF̂k,3 + b̃F̂r,3 + d̃ψ2 + ẽκΦ sin⟨Θ⟩(1)

]
, (12)

where ak,i, ãk, âk, bi, b̂, b̃, ci, c̃, ĉ, di, d̃, d̂,ei, ẽ (k, i = 1,2, ...,n− 1) are constant coefficients (refer to footnote 1).
Employing the geometric relation (8) removes the states ⟨Θ⟩(k) and ⟨Φ⟩(k) in the high-fidelity model, which converts the
system of DDEs (1) - (2) into a system of ODEs (10).

For the simplified BHP mode, there are a total of 2n+ 2 algebraic equations in (10) - (12), which involve 4n+ 2
unknowns. These unknowns comprisie stabilizer displacements (δi,2 and δi,3) and contact forces (F̃i,2 and F̃i,3) at the i−th
stabilizer (i = 1,2, ...,n−1), bit tilts (ψ2 and ψ3), saturation force (F̃s,2 and F̃s,3), and curvatures (κΘ and κΦ). Recognizing
the 2n constraints arising from the unilateral nature of the contact and bit tilt saturation,we utilize an iterative algorithm
to solve the 4n+2 unknowns. Upon termination of the iteration, we obtain κΘ and κΦ, which are subsequently utilized in
the system of ODEs (9) to propagate the borehole inclination and azimuth with respect to the increasing borehole depth.

SIMULATION RESULTS

Validation

Accuracy of the Iterative Algorithm

In (Shakib et al., 2019), contact nonlinearity and bit tilt saturation are incorporated into a 2D BHP model by formu-
lating a LCP. The accuracy of the proposed iterative algorithm is validated by comparing its simulation results with those
obtained using the LCP. Figures 2a and 2b display the simulation results for a realistic BHA with seventeen stabilizers, as
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described in (Xu et al., 2024). The small value of ηΠ results in slight borehole rippling in Fig. 2a, while Fig. 2b illustrates
a steady-state borehole evolution with a gradual change in borehole curvature. In both cases, the iterative algorithm and
the LCP yield identical results. The computation time are 20.68s and 29.75s for the LCP and the iterative algorithm,
respectively.
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Figure 2: Simulation results of a 2D BHP model with: (a) ηΠ = 0.0491 and (b) ηΠ = 0.327.

Validation of the 3D High-Fidelity BHP Model with Field Data

The validity of the 3D high-fidelity BHP model and the iterative algorithm is further verified by comparing the simu-
lation results with field survey data. The first two subplots in Fig. 3 illustrate the simulation results and the survey data
for borehole inclination and azimuth, respectively. The field RSS actuating force (shown in the third and fourth subplots
in Fig. 3) and filtered WOB (depicted the fifth plot in Fig. 3) corresponding to the survey data are used as inputs for
the simulation. To minimize the discrepancy between the simulation results and field survey data, the model parameters,
such as lateral steering resistance η and walk angle ϖ , can be calibrated. In the simulation, two sets of values are chosen:
η = 35, ϖ = 10◦ for the first half and η = 70, ϖ = 0◦ for the second half of the entire borehole length. The satisfactory
agreement between the simulation results and survey data, particularly for the inclination, validates the effectiveness of
the 3D BHP model. Discontinuities in the simulated inclination and azimuth are arise from changes in the contact config-
uration between the stabilizers and the borehole wall. These discontinuities lead to fluctuations in subsequent simulation
results, which decay quickly as the BHP model is stable. Borehole spiraling would occur if the model were unstable for
given values of ηΠ,

Comparison between High-Fidelity and Simplified 3D BHP Models

The simulation results depicted in Fig. 3 reveal a gradual evolution of curvatures under varying RSS actuating force
and WOB, providing justification for employing the simplified BHP model. Figures 4a and 4b showcase the comparison
between the high-fidelity and simplified models for inclination and azimuth, respectively, with η = 35 and ϖ = 10◦. It
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Figure 3: Comparison between simulation results from the 3D high-fidelity BHP model and field survey data using field
RSS actuating force and WOB.
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is evident that the simulation results obtained using the simplified model closely align with those from the high-fidelity
model. Notably, the simplified model yields smoother results compared to its high-fidelity counterpart. Furthermore, the
formulation of the simplified model as a set of first-order ODEs ensures stability, allowing it to be solved with arbitrary
depth steps 2. Consequently, the computational time for simulating the simplified model is significantly reduced compared
to that for the high-fidelity model. In this case, the simplified model requires merely 0.32 seconds, while the high-
fidelity model takes 40.88 seconds. The remarkable computational efficiency of the simplified model makes it suitable
for integration into optimization frameworks for real-time model calibration (such as η and ϖ) and borehole trajectory
control using the MPC approach.
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Figure 4: Comparison of simulation results between high-fidelity and simplified models for: (a) inclination and (b)
azimuth.

CONCLUDING REMARKS

This paper extends an existing 3D BHP model to incorporate both contact nonlinearity and bit tilt saturation. An
innovative algorithm is proposed to address these nonlinearities simultaneously. The accuracy of this algorithm is verified
against the LCP using a 2D BHP model. Remarkably, the computational efficiency of the iterative algorithm is comparable
to that of the LCP. Recognizing the infrequent change in contact configuration for stable solutions, the iterative algorithm
can be further enhanced. By substituting the contact configuration obtained in the last depth step into the current one,
the number of iterations required can be reduced. The validity of the 3D high-fidelity BHP model and its simplified
counterpart, based on the uniform curvature assumption, is confirmed through comparison with field survey data. Notably,
the computational efficiency of the simplified BHP model surpasses that of the high-fidelity model by two orders of
magnitude. This efficiency enables the integration of the simplified model into optimization frameworks for real-time
model calibration and borehole trajectory control using the MPC approach.
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Abstract: Self-excited axial-torsional vibrations in drilling are one of the main causes of the reduction of drilling ef-
ficiency, system failure, and rig downtime. Different approaches have been employed to model the complex coupled
dynamics of the drilling system, among which models based on time-delay systems approach strike a favorable balance
between modeling accuracy and complexity of simulation, analysis, and control. In this approach, the equations of
motion are represented in terms of Delay Differential Equations (DDE) with constant time-delays related to the wave
travel time along the drill-string. The bit-rock interaction is responsible for the coupling between the axial and torsional
dynamics of the drilling system. To deal with the multiple regenerative effects in the bit-rock interaction, which is a con-
sequence of bit-bounce in the case of severe axial vibrations, or bit reverse rotation, three approaches are investigated.
In the first approach, named the State-Dependent Delay (SDD) model, the depth of cut is obtained by solving an implicit
delay algebraic equation with a state-dependent time-delay, induced by the cutting process at the bit. In the second and
third approaches, the cut surface profile is determined in order to estimate the depth of cut. In the second model, the
profile of the cut surface is obtained by solving a nonlinear Partial Differential Equation (PDE). Therefore, the model is
named the PDE pattern evolution model. Whereas, in the third approach, named the algebraic pattern evolution model,
the well-bottom depth function is formulated through algebraic equations rather than PDEs, which enables capturing
the discontinuities in the rock surface depth function, as well as reducing the computational burden. The efficacy of
the distributed modeling of the drilling system in terms of DDEs with three strategies for the bit-rock interaction will
be discussed and compared. Furthermore, a discussion on the control of models derived from the time-delay systems
approach will be presented.

Keywords: drilling vibrations, time-delay system approach, multiple regenerative effect

INTRODUCTION

A variety of approaches have been employed to model the dynamics of the drill-string: (i) lumped-parameter models
Richard et al. (2007); Navarro-López (2009); Liu et al. (2017); Huang et al. (2018), (ii) finite element models Depouhon
and Detournay (2014); Fernandes et al. (2018); Feng et al. (2019); Priest et al. (2021), (iii) distributed parameter models
Bresch-Pietri and Krstic (2014); Aarsnes and van de Wouw (2018, 2019), and (iv) Neutral-type Time-Delay (NTD) mod-
els Tashakori et al. (2020, 2021); Faghihi et al. (2022, 2023, 2024). NTD models are obtained directly from the distributed
parameter models when the damping effects are disregarded along the drill-string. Compared to lumped-parameter mod-
els, the distributed elastic nature of the drilling system (as a platform for propagating waves) is taken into consideration
in the NTD model which enables studying the infinite-dimensional dynamics of the system. Furthermore, more analysis
and control strategies are available in the literature for models formulated by Delay Differential Equations (DDEs) in
comparison with models in terms of Partial Differential Equations (PDEs) Krstic (2009).

to model the bit–rock interaction in drilling systems, several approaches have been presented. The interaction between
the Poly-crystalline Diamond Compact (PDC) bit and the formation is decomposed to cutting- and frictional contact-
induced forces in Detournay and Defourny (1992). Cutting forces are functions of the depth of cut, depending on the
current and the previous drill-bit axial position. This dependency is called the regenerative cutting effect Liu et al.
(2014b), which is known as the root cause of self-excited vibrations and instability in the drill-string.

To capture the depth of cut, Richard et al. (2007) proposed an implicit algebraic delay equation, which introduces a
state-dependent delay to the equations of motion. This state-dependent delay model has been exploited to study the roots
of unwanted oscillations in Germay et al. (2009); Liu et al. (2013); Depouhon and Detournay (2014); Liu et al. (2014c);
Besselink et al. (2015); Aarsnes and van de Wouw (2018); Zheng et al. (2020); Tashakori et al. (2020). However, this
model loses its validity in the case of severe self-excited vibrations, where the contact between the cutting blades and the
formation might be lost. This can occur during (i) bit-bounce or (ii) bit reverse rotation. Later, in Liu et al. (2014a), this
bit-rock interaction model was modified to account for bit-bouncing. However, as the depth of cut calculation was still
valid just in the case when the bit cuts the formation, the problem was not fully taken into account. The modification of
the state-dependent delay model was presented in Liu et al. (2020) by assessing the bit penetration in multiple previous
rotations rather than only one previous rotation to account for multiple regenerative effects. Therein, the instantaneous
depth of cut is characterized by the current and multiple preceding positions of the blade, which incorporates several state-
dependent time-delays (rather than one) to the dynamics. However, the bit reverse rotation is disregarded and only the
multiple regenerative effects caused by the bit-bounce are considered in this research. In an alternative approach, proposed
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in Wahi and Chatterjee (2008); Gupta and Wahi (2016), regenerative axial dynamics is incorporated through a functional
description of the cut surface profile instead of an implicit delay equation. Therein, the evolution of the cut surface is
governed by a PDE, where its boundary conditions capture multiple regeneration in the event of bit-bounce. However,
this PDE model cannot capture nonsmooth and discontinuous cut patterns, which is the case when (i) the torsional stick
and the bit-bounce occur simultaneously, and (ii) the bit rotates in the reverse direction. In the third approach, presented in
Faghihi et al. (2024), the cut surface depth function is formulated by algebraic equations rather than PDEs, which enables
capturing the discontinuous cut pattern. It is, hence, valid in the presence of multiple regenerative effects both in the cases
of bit bouncing and bit reverse rotation.

DISTRIBUTED DRILL-STRING MODEL

The drill-string is modeled as a continuous shaft under torsional torques and a continuous rod under axial forces with
constant material and geometric properties, and negligible damping effects. Consequently, the drill-string torsional and
axial dynamics are governed by the wave equations as follows Bresch-Pietri and Krstic (2014); Saldivar et al. (2014);
Aarsnes and van de Wouw (2018):

∂ 2Φ
∂x2 (x, t) = c2

t
∂ 2Φ
∂ t2 (x, t), (1a)

∂ 2U
∂x2 (x, t) = c2

a
∂ 2U
∂ t2 (x, t), (1b)

where Φ(x, t) and U(x, t) are, respectively, the angular and axial displacements along the drill-string which are functions
of time t, and the distance from the top extremity x, ranging from 0 at the top to L at the Bottom Hole Assembly (BHA)
with L the length of the drill-string. The wave constants ct and ca are the wave constants given by:

ct =

√
ρ
G
, ca =

√
ρ
E
, (2)

with ρ , G, and E, respectively, the density, the shear modulus, and the Young modulus of the string.

Top-drive dynamics

The torsional and axial top-drive dynamics are given by Faghihi et al. (2024):

GJΦ′r(t) = JrΦ̈r(t)+btΦ̇r(t)−Tr(t), (3a)
EAU ′r(t) = MrÜr(t)+baU̇r(t)−Wr(t), (3b)

where Φr and Ur are the angular and axial velocities at the top-drive, i.e.,

Φr(t) := Φ(0, t), Ur(t) :=U(0, t), (4)

with the derivatives defined as follows:

q′r(t) :=
∂q
∂x

(0, t), q̇r(t) :=
∂q
∂ t

(0, t), q ∈ {Φ,U}. (5)

In Eq. (3), A and J are the cross-sectional area and the polar moment of area of the string, and Jr and Mr are the top-drive
moment of inertia and mass, respectively. Damping coefficients between the top-drive and the fixed housing are shown as
bt and ba with subscripts t and a for torsional and axial directions, respectively. Tr(t) and Wr(t) are the motor torque, and
the hook force.

BHA dynamics

The torsional and axial BHA dynamics are given by Tashakori et al. (2020, 2021):

GJΦ′b(t) = JbΦ̈b(t)−Tb(t), (6a)
EAU ′b(t) = MbÜb(t)−Wb(t), (6b)

where Φb and Ub are the angular and axial displacements of the BHA, defined as follows:

Φb(t) := Φ(L, t), Ub(t) :=U(L, t), (7)

with

q′b(t) :=
∂q
∂x

(L, t), q̇b(t) :=
∂q
∂ t

(L, t), q ∈ {Φ,U}. (8)

The BHA moment of inertia and mass are, respectively, shown by Jb and Mb, with Tb(t) and Wb(t) the Torque On Bit
(TOB) and the Weight On Bit (WOB).
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Time-delay model

As Eqs. (1a) and (1b) are wave equations, d’Alambert solution can be employed to obtain Φ(x, t) and U(x, t) in terms
of Riemann variables, as follows:

Φ(x, t) = ηt(t + ctx)+ξt(t− ctx), (9a)
U(x, t) = ηa(t + cax)+ξa(t− cax), (9b)

where Rimemann variables ηi and ξi, i ∈ {a, t}, represent the up- and down-traveling waves, with subscripts a and t for
axial and torsional dynamics. The following relations between the top- and bottom-side variables can be concluded from
Eq. (9) (Interested readers may refer to Tashakori et al. (2020); Faghihi et al. (2024) for more detail):

1
2

Φ̇r(t)+
1

2ct
Φ′r(t) =

1
2

Φ̇b(t− τt)+
1

2ct
Φ′b(t− τt), (10a)

1
2

Φ̇r(t)−
1

2ct
Φ′r(t) =

1
2

Φ̇b(t + τt)−
1

2ct
Φ′b(t + τt), (10b)

for torsional dynamics, and

1
2

U̇r(t)+
1

2ca
U ′r(t) =

1
2

U̇b(t− τa)+
1

2ca
U ′b(t− τa), (11a)

1
2

U̇r(t)−
1

2ca
U ′r(t) =

1
2

U̇b(t + τa)−
1

2ca
U ′b(t + τa), (11b)

for axial dynamics. The time-delays τt and τa are the travel time of the torsional and axial waves along the drill-string,
given as follows:

τt = ctL, τa = caL. (12)

Shifting the time by −2τt in Eq. (10b) and then summing it up with Eq. (10a) lead to the following relation in which Φ′b
is omitted:

Φ′r(t)−Φ′r(t−2τt) =−ct

(
Φ̇r(t)+ Φ̇r(t−2τt)−2Φ̇b(t− τt)

)
. (13)

Following the same approach for omitting Φ′r gives:

Φ′b(t)−Φ′b(t−2τt) = ct

(
Φ̇b(t)+ Φ̇b(t−2τt)−2Φ̇r(t− τt)

)
. (14)

By substituting Φ′ from the top- and down-side boundary conditions, Eqs. (3a) and (6a), into Eqs. (13) and (14), the
torsional dynamics is formulated through the following Neutral-type DDEs (NDDEs):

Φ̈r(t)− Φ̈r(t−2τt) =−
1
Jr
(GJct +bt)Φ̇r(t)−

1
Jr
(GJct −bt)Φ̇r(t−2τt)+

2GJct

Jr
Φ̇b(t− τt)

+
1
Jr

(
Tr(t)−Tr(t−2τt)

)
, (15a)

Φ̈b(t)− Φ̈b(t−2τt) =
GJct

Jb

(
Φ̇b(t)+ Φ̇b(t−2τt)−2Φ̇r(t− τt)

)
+

1
Jb

(
Tb(t)−Tb(t−2τt)

)
. (15b)

Similarly, from Eq. (11) and boundary conditions in Eqs. (3b) and (6b), the axial dynamics is governed by NDDEs as
follows:

Ür(t)−Ür(t−2τa) =−
1

Mr
(EAca +ba)U̇r(t)−

1
Mr

(EAca−ba)U̇r(t−2τa)+
2EAca

Mr
U̇b(t− τa)

+
1

Mr

(
Wr(t)−Wr(t−2τa)

)
, (16a)

Üb(t)−Üb(t−2τa) =
EAca

Mb

(
U̇b(t)+U̇b(t−2τa)−2U̇r(t− τa)

)
+

1
Mb

(
Wb(t)−Wb(t−2τa)

)
. (16b)

Equations (15) and (16) give the NTD model for the coupled axial-torsional dynamics of the drilling system, using which
the top-side and BHA torsional displacements (Φr and Φb), as well as, the axial displacements (Ur and Ub) can be
obtained. The coupling between these two dynamics takes place in the bit-rock interaction, Tb and Wb, as presented in the
next section. Note that all the time delays involved in these NDDEs are constant.

Compared to previous time-delay model proposed in Tashakori et al. (2020), the inertia of the top-drive is taken into
account. Note that, therein, the approach presented cannot directly be employed for the inclusion of top-drive inertia as it
would need taking derivatives of the WOB and TOB which may be discontinuous and not differentiable. An alternative
formulation was then proposed in Faghihi et al. (2024) in terms of Delay Differential Algebraic Equations (DDAEs) in
the presence of top-drive dynamics. The approach presented in this article is identical to the one presented in Faghihi
et al. (2024) but the final model is governed in a more compact form, i.e., NDDEs rather than DDAEs, without loss of
generality.
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Figure 1 – Schematic of the cutting blades and the cut pattern Faghihi et al. (2024).

BIT-ROCK INTERACTION

The torque and weight on bit, Tb(t) and Wb(t) in Eqs. (15b) and (16b), can be decomposed into the cutting and
frictional components, denoted with c and f subscripts as follows Detournay and Defourny (1992); Richard et al. (2007):

Tb(t) = Tc(t)+Tf (t), (17a)
Wb(t) =Wc(t)+Wf (t), (17b)

with

Tc(t) =
1
2

nεa2d(t), (18a)

Tf (t) =
1
2

µγa2σ l, (18b)

Wc(t) = nεaζ d(t), (18c)
Wf (t) = σal, (18d)

where n is the number of the cutting blades, ε is the rock intrinsic specific energy required to disintegrate a unit volume
of the rock, a is the bit radius, µ is the friction coefficient between the blades and the formation, γ is the bit geometry
number, σ is the maximum contact stress at the wear-flat rock interface, l is the length of the drill-bit wear-flat, ζ is the
cutter face inclination number, and d(t) is the depth of cut.

The bit-rock interaction model in (18) is modified as follows to account for bit-bouncing and bit reverse rotation Liu
et al. (2014a); Tashakori et al. (2020):

Tc(t) =
1
2

εa2R(nd(t))H
(
Φ̇b(t)

)
, (19a)

Tf (t) =
1
2

µγa2σ lSign
(
Φ̇b(t)

)
H(d(t))H

(
U̇b(t)

)
, (19b)

Wc(t) = εaζ R(nd(t))H
(
Φ̇b(t)

)
, (19c)

Wf (t) = σalH(d(t))H
(
U̇b(t)

)
, (19d)

with R(.), H(.), and Sign(.), the Ramp, Heaviside, and Sign functions, respectively. Equations (19) describe that when
the depth of cut is negative, both the cutting and frictional components of TOB and WOB vanish because the bit is off
bottom and there is no contact between the bit and the formation. Similarly, the frictional components are zero when the
bit axial velocity is negative since the bit is not in contact with the well bottom but may still be in contact with the rock
if the depth of cut is positive (so the cutting components would not be necessarily zero). Moreover, when the bit rotates
contrariwise, the cutting components are zero because the rock had been cut before.

State-Dependent Delay (SDD) model

The thickness of the rock layer that the cutting blades face is called the depth of cut, shown by d(t), which can also be
considered as the difference between the well surface position in the front and the back side of the blade, see Fig. 1. The
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Figure 2 – Planar illustration of the cut pattern Gupta and Wahi (2016).

depth of cut is hence defined by the following delayed equation Richard et al. (2007):

d(t) =Ub(t)−Ub (t− τn(t)) , (20)

where τn is obtained from:

Φb
(
t
)
−Φb

(
t− τn(t)

)
=

2π
n
. (21)

Equation (21) shows that τn is a state-dependent time-delay since it is dependent on the state Φb.

The point is that Eq. (20) is valid when the cutting process is uninterrupted. When the drill-bit rotates without cutting
the formation, the depth of cut is no longer determined by the position of the current blade and one preceding blade, but
instead influenced by the position of several preceding blades. Then, the right-hand side of Eq. (21) may be an integer
multiple of 2π

n rather than 2π
n . Therefore, even employing Eqs. (19) instead of (18) does not remedy this issue in the case

of multiple regenerative effects as the depth of cut is not being obtained correctly.

Complex State-dependent delay model

In order to capture multiple regenerative effects, the relations for determining the depth of cut
(
Eqs. (20) and (21)

)

are modified as follows Liu et al. (2020):

d(t) = minNr
i=1

(
Ub(t)−Ub(t− τi)

)
, (22)

with
Φb
(
t
)
−Φb

(
t− τi(t)

)
= i

2π
n
, i = 1,2,3, ...Nr, (23)

where Nr is set as the maximum number of regeneration. Indeed, by checking the penetration of several preceding blades
and finding the one with the maximum penetration, the depth of cut is obtained. However, this approach needs a higher
burden of calculation compared to the other approaches according to the conservative number Nr. Moreover, reverse
rotation is not taken into account since only the penetration of the preceding blades is checked, and not the succeeding
blades, which may be determinative in the case of reverse rotation.

PDE pattern evolution model

In this model, in order to determine the depth of cut, the rock surface depth is defined in a cylindrical coordinate
attached to the bit. Considering a material point at an angular location θ ∈ [0, 2π

n ) on the cut surface, rotating by an
angular velocity of −Φ̇b(t) in the aforementioned coordinate. Accordingly, at the time t +dt, with the infinitesimal value
dt, the material point is at the azimuth angle θ − Φ̇b(t)dt in the bit coordinate (see Fig. 2 ). Defining L(θ , t) as the rock
surface depth function at the azimuth angle θ and time t with

L
(
θ − Φ̇b(t)dt, t +dt

)
= L(θ , t), (24)

leads to
∂L
∂ t

= Φ̇b(t)
∂L
∂θ

. (25)

In Gupta and Wahi (2016), this PDE pattern evolution model is compared with the State-Dependent Delay (SDD)
model, by employing a lumped parameter model, governed by Ordinary Differential Equations (ODE). Therein, the time
evolution of the bit axial and torsional motions is presented for two cases: (a) stable regime, and (b) unstable regime. It
is demonstrated that both PDE and SDD models predict the same behavior when the dynamics is stable. However, in the
unstable regime, the SDD model diverges.

However, there is still another side to this story. The first-order PDE (25) needs one boundary condition, which is
imposed by the cutting process at the leading blade, i.e.,

L(
2π
n
, t) = max

(
Ub(t),L(0, t)

)
, (26)
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which eventually leads to the calculation of the depth of cut, as follows:

d(t) = max
(

Ub(t)−L(0, t),0
)
. (27)

The max function in Eq. (26) indicates that the well surface depth is designated by the cutting blades only if the bit is
penetrated to the rock, i.e., Ub(t) is greater than the rock surface at that point L(0, t). This is the key point that enables
this model to capture the multiple regenerative effects. However, if the bit angular velocity Φ̇b(t) becomes negative, Eq.
(25) becomes unstable and diverges in numerical simulation. Assume that the domain [0, 2π

n ) is discretized by m nodes
with equal distances. Subsequently, L(θ , t) is approximated with m univariate functions Li(t), i ∈ {1,2, ..,m}, where Li(t)

represents L( i−1
m−1

2π
n , t). The boundary condition is Lm(t) = max

(
Ub(t),L1(t)

)
. Noting that the boundary condition is

given at the endpoint m, the discretized form of Eq. (25) is defined as follows:

L̇i(t) = Φ̇b(t)
Li+1(t)−Li(t)

∆θ
, i = 1,2, ...,m−1, (28)

where ∆θ = 2π/n
m−1 is the angular distance between two adjacent nodes. The dynamics (28) has one eigenvalue of degree

m− 1 which is equal to − Φ̇b(t)
∆θ . Consequently, if Φ̇b(t) becomes negative in some intervals, the formulated system (28)

becomes unstable with the growth rate − Φ̇b(t)
∆θ . The notable point is that this growth rate increases when the number of

nodes increases (decreasing ∆θ ). This issue is addressed in the approach presented in the next section.

Algebraic pattern evolution model

In the following, a modified model, proposed in Faghihi et al. (2024), is introduced to obtain the depth of cut which
enables capturing the multiple regenerative effects in both bit-bounce and reverse rotation cases. Herein, similar to the
previous model, a function representing the rock surface depth is established to determine the depth of cut. However, the
employed cylindrical coordinate for defining the rock surface depth function is stuck to the ground, and not rotating with
the drill-bit, as shown in Fig. 1. Hence, unlike the previous model, the azimuth positions of the cutting blades are not
constant; they are functions of the bit rotation angle. If the drill-bit axial position surpasses the rock surface depth at the
corresponding azimuth angles, it means that the blades have penetrated the rock. Accordingly, the difference between
the axial position of the bit and the rock surface depth (at the corresponding azimuth angle) results in the depth of cut.
Subsequently, the rock surface depth value at this azimuth angle updates and becomes equal to the bit axial position. On
the other hand, if the bit axial position does not exceed the rock surface depth at the corresponding azimuth angle, the
rock surface depth function is not modified.

Since the axial positions of all blades are equal, the cutting chip thickness is the same for all n blades. Consider the
blade which is located in the first sector, between θ = 0 and θ = 2π

n , at time t. The azimuth position of this blade, Φ f (t),
is given by:

Φ f (t) = Rem(Φb(t),
2π
n
), (29)

where Rem(.) denotes the remainder of division. By defining P(θ , t) as the rock surface depth function, the following
algebraic relation governs the time evolution of P(θ , t):

P
(
Φ f (t), t

)
=

{
max

(
Ub(t), limε→0+ P

(
Φ f (t), t− ε

))
Φ̇b > 0,

limε→0+ P
(
Φ f (t), t− ε

)
Φ̇b ≤ 0.

(30)

Equation (30) indicates that the evolution of the rock surface function only occurs at the bit azimuth position Φ f (t).
Moreover, there are two necessary conditions for such evolution to take place; (i) Ub(t) is greater than P

(
Φ f (t)

)
, indicating

that the bit is penetrated to the rock surface, and (ii) Φ̇b(t) > 0, indicating that the bit is rotating in the cutting direction.
Otherwise, the rock surface function remains unchanged according to the fact that the cutting is not in progress. Then, the
depth of cut is determined by:

d(t) = max
(

Ub(t)− lim
ε→0+

P
(
Φ f (t)+ ε, t

)
,0
)
. (31)

It is important to note that in this algebraic model, the formulation does not use a differential framework (unlike the
PDE model Gupta and Wahi (2016)), which makes the model capable of capturing non-differentiable and discontinuous
rock surface depth functions. The bit axial motion in the torsional stick phase or bit reverse rotation may cause such
discontinuities. For more insight, see Fig. 3. In Fig. 3(a), the bit is stuck torsionally. However, the bit is oscillating in the
axial direction and bounces. Consequently, the depth of cut decreases until the bit can cut the formation (see Fig. 3(b))
and overcome the stick phase, as shown in Fig. 3(c). Moreover, Fig. 4 illustrates the discontinuity in the rock surface
pattern when reverse rotation occurs. In Fig. 4(a), first, the bit stops rotating, and then, as illustrated in Fig. 4(b), it rotates
in the opposite direction, leaving a discontinuity at the last point that was cut.
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(a) (b) (c)

Figure 3 – A planar representation of the cut pattern when the bit (a) is stuck rotationally but bounces, (b)
decreases the the depth of cut , (c) and finally overcomes the rotational stick phase and continues rotating

Faghihi et al. (2024).

(a) (b)

Figure 4 – A planar representation of the cut pattern when the bit (a) angular velocity becomes zero, (b) an then
rotates in the reverse direction.

A comparison between the simulation results of the SDD model presented in Tashakori et al. (2020) and the proposed
algebraic pattern evolution model is depicted in Fig. 5. The considered nominal operation velocities are Ω0 = 60rpm and
V0 = 5m/h, and the formation specific energy ε equals 60MPa. It is observed that the velocities are almost positive and
neither bit-bounce nor reverse rotation occurs. Thus, there is no multiple-regenerative effect, and the results from both
models are almost the same.

Let us consider a more extreme case regarding undesirable oscillations. The simulation result for a case with the
parameters Ω0 = 60rpm, V0 = 20m/h, and ε = 200MPa is illustrated in Fig. 6. It is observed that the bit-bounce occurs
frequently, resulting in a notable difference between results. It should be noted that the results of the PDE model Gupta
and Wahi (2016) diverge in these scenarios, due to discontinuities in the cut pattern, and are therefore not shown in these
figures. Figure 7 shows the cut surface pattern at different times t1 < t2 < t3 < t4 < t5 < t6 < t7 < t8 < t. The dashed
blades correspond to the previous cutting blades. The discontinuities in the cut pattern arise from the occurrence of the
bit-bounce during the torsional stick phase.

DISCUSSION ON CONTROL DESIGN

The model introduced in this paper to study the distributed axial-torsional vibrations of the drilling system is governed
by neutral-type delay differential equations. On one hand, a wider range of stability analysis and control synthesis methods
are available for such systems compared to (distributed) PDE models Krstic (2009). On the other hand, the control problem
is still more complicated compared to lumped parameter models since employing classical control design approaches are
either not applicable or need special treatment due to the infinite-dimensional nature of the system Michiels and Niculescu
(2007). Additionally, control design strategies proposed for time-delay systems are mostly for linear problems. Therefore,
available articles on the control of the time-delay-based drilling models studies a relatively small domain around the
nominal state values in which the dynamics can be considered linear. It is noteworthy to mention that in this (linear)
domain, all the three bit-rock interaction models, introduced in this article, will be identical, since the main difference
between those models arises in nonlinear behaviors known as multiple regenerative effects.

In the equations of motion, Eqs. (15) and (16), the control inputs are delayed. These constant time-delays are induced
by the finite wave propagation speed along the drill-string, causing a delay in the input affecting down-hole variables.
The control design for such systems is more challenging. One approach to address the problem of input delays consists
of designing a state-predictor which allows to compensate for the input delays. However, most of these predictor design
methodologies are model-based. Hence, the prediction-based controller is not robust to model uncertainties and distur-
bances. However, of course a more accurate model, like the one presented in this paper with time-delay systems approach
in combination with an algebraic cut pattern evolution model can relax this issue to some extent.
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Figure 5 – Simulation results of the Algebraic model and the SDD model for the case with V 0 = 20m/h, Ω0 = 60rpm,
and ε = 60MPa Faghihi et al. (2024).

Figure 6 – Simulation results of the Algebraic model and the SDD model for the case with V 0 = 20m/h, Ω0 = 60rpm,
and ε = 200MPa Faghihi et al. (2024).

CONCLUDING REMARKS

This article presented a distributed model for studying the coupled axial-torsional dynamics of the drilling system with
the time-delay systems approach. Compared to previous time-delay models presented for the drill-string, the top-drive
inertia is taken into consideration, and the equations of motion are in terms of neutral-type delay differential equations.
Furthermore, three bit-rock interaction models, considering both frictional and cutting components at the bit has been in-
troduced. The main difference between these models, named state-dependent delay (SDD) model, PDE pattern evolution,
and algebraic pattern evolution model, are on the depth of cut calculation. It is discussed why the SDD model (even the
proposed modified versions) cannot effectively account for multiple regenerative effects. Furthermore, it is shown that
the PDE pattern evolution model that had been proposed to compensate for the shortcomings of SDD model, also fails
at special cases. However, the most recent approach (algebraic pattern evolution model) circumvent determining a state-
dependent delay or solving a PDE, which are generally computationally expensive. Moreover, it can captures multiple
regenerative effects as well as special cases that lead to nonsmooth and discontinuous cut pattern.
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